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Preface

Preface

Audience

The Oracle Clusterware Administration and Deployment Guide describes the Oracle
Clusterware architecture and provides an overview of this product. This book also
describes administrative and deployment topics for Oracle Clusterware.

Information in this manual applies to Oracle Clusterware as it runs on all platforms
unless otherwise noted. In addition, the content of this manual supplements
administrative and deployment topics for Oracle single-instance databases that appear
in other Oracle documentation. Where necessary, this manual refers to platform-
specific documentation. This Preface contains these topics:

e Audience
e Documentation Accessibility
e Related Documents

e Conventions

The Oracle Clusterware Administration and Deployment Guide provides a description
of Oracle Clusterware architecture as well as administrative and deployment topics for
database administrators, network administrators, and system administrators.

This guide is also intended for administrators who administer and manage Oracle Real
Application Clusters (Oracle RAC) databases.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the
Oracle Accessibility Program website at http://www.oracle.com/pls/topic/lookup?
ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/
lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
if you are hearing impaired.

Related Documents

ORACLE

For more information, see the Oracle resources listed in this section.

» Platform-specific Oracle Clusterware and Oracle RAC installation guides
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Conventions

The following text conventions are used in this document:

ORACLE

Preface

Each platform-specific Oracle Database 11g installation media contains a copy
of an Oracle Clusterware and Oracle RAC platform-specific installation and
configuration guide in HTML and PDF formats. These installation books contain
the preinstallation, installation, and postinstallation information for the various
UNIX, Linux, and Windows platforms on which Oracle Clusterware and Oracle
RAC operate.

Oracle Real Application Clusters Administration and Deployment Guide

This is an essential companion book that describes topics including instance
management, tuning, backup and recovery, and managing services.

Oracle Database 2 Day DBA
Oracle Database Administrator's Guide
Oracle Database Net Services Administrator's Guide

Oracle Database Administrator's Reference for Linux and UNIX-Based Operating
Systems

Oracle Database Error Messages

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated

with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for

which you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLs, code

in examples, text that appears on the screen, or text that you enter.

XXXIX



Changes in This Release for Oracle Clusterware Administration and Deployment Guide

Changes in This Release for
Oracle Clusterware Administration and
Deployment Guide

This chapter lists new features in Oracle Clusterware for Oracle Database 19¢ and
18c.

Changes in Oracle Clusterware Release 19¢

ORACLE

Following is a list of features that are new in the Oracle Clusterware Administration
and Deployment Guide for Oracle Clusterware 19c.

SRVCTL Changes for Oracle Clusterware 19c

Oracle Clusterware 19c includes changes to the server control utility (SRVCTL),
including syntax changes to existing commands, and commands to manage Oracle
Automatic Storage Management (Oracle ASM).

SRVCTL is one of the tools you use to manage Oracle Real Application Clusters
(Oracle RAC) and Oracle Clusterware.

¢ See Also:

Server Control (SRVCTL) Command Reference

Zero-Downtime Oracle Grid Infrastructure Patching

Zero-downtime Oracle Grid Infrastructure patching enables patching of Oracle Grid
Infrastructure without interrupting database operations. Patches are applied out-of-
place and in a rolling fashion, with one node being patched at a time, while the
database instances on this node remain operational. Zero-downtime Oracle Grid
Infrastructure patching supports Oracle Real Application Clusters (Oracle RAC)
databases on clusters with two or more nodes.

Zero-downtime Oracle Grid Infrastructure patching increases database availability

by enabling you to perform a rolling patch of Oracle Grid Infrastructure without
interrupting database operations on the node you are patching, and without impacting
capacity or performance on those database instances.

# See Also:

Patching Oracle Grid Infrastructure
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Rapid Home Provisioning Name Change

In this release, the feature previously known as Rapid Home Provisioning is renamed
to Fleet Patching and Provisioning. There are no changes to the functionality, and the
RHPCTL utility remains the tool you use to manage Fleet Patching and Provisioning
operations.

¢ See Also:

Oracle Fleet Patching and Provisioning Overview

Automated PDB Patching and Relocation

You can patch individual pluggable databases in a consolidated Oracle Multitenant
environment, thus enabling bug fixes to be patched only on specific pluggable
databases, rather than across the entire container database. Fine-grained single-
instance pluggable database patching reduces possible risks incurred in widespread
adoption of changes (such as bug fixes) and reduces the impact of making those
changes only where they are necessary.

¢ See Also:

e rhpctl movepdb database

e Patching Oracle Database

Zero-Downtime Oracle Grid Infrastructure Patching Using Fleet Patching and
Provisioning

Zero-downtime Oracle Grid Infrastructure patching enables the application of one-

off Oracle Grid Infrastructure patches without affecting the Oracle Real Application
Clusters (Oracle RAC) database instances. Use Fleet Patching and Provisioning to
apply patches, one at a time, to each node in the cluster. This functionality is available
for all Oracle RAC clusters with two or more nodes but, currently, applies only to
one-off patches (not release updates or release update revisions).

Using Fleet Patching and Provisioning to apply one-off Oracle Grid Infrastructure
patches with zero database instance downtime reduces the impact on users and
interruptions of service from the Oracle RAC database instances to nil. With prior
database releases, you must shut down the database instance before applying an
Oracle Grid Infrastructure patch, clearly impacting enterprise operations.

¢ See Also:

Oracle Fleet Patching and Provisioning Overview
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Automated Transaction Draining for Oracle Grid Infrastructure Upgrades

Automated transaction draining for Oracle Grid Infrastructure upgrades provides
automatic draining of transactions against the database instances, one node at a time,
according to the database service configurations. Transaction draining capabilities are
an integral part of the database service design and are now automatically integrated
into the application of rolling Oracle Grid Infrastructure patches.

Automated and coordinated draining of database transactions during rolling patching,
using Fleet Patching and Provisioning, reduces the impact of patching operations.
Once user transactions are drained, patching operations for a particular node on

a cluster can be completed, after which the instance and services are restarted,
locally, and new connections are established. The connections, prior to the patching
operation, roll on to the next node in the cluster.

¢ See Also:

Oracle Grid Infrastructure Management

Oracle Restart Patching and Upgrading

Use Fleet Patching and Provisioning to patch and upgrade Oracle Restart. In previous
releases, Oracle Restart environments required patching and upgrade operations

to be done by the user, often involving manual intervention. Fleet Patching and
Provisioning automates these procedures.

Using Fleet Patching and Provisioning to patch and upgrade Oracle Restart automates
and standardizes the processes that are implemented in Oracle RAC database
installations. This also reduces operational demands and risks, especially for larger
numbers of Oracle Restart deployments.

¢ See Also:

Oracle Restart Patching and Upgrading

Support the Specification of TLS Ciphers Using CRSCTL

Enhancements to the CRSCTL utility add support for the specification of Transport
Layer Security (TLS) ciphers.

" See Also:

Transport Layer Security Cipher Suite Management

Secure Cluster Communication

Secure Cluster Communication protects the cluster interconnect from common
security threats when used together with Single Network Support. Secure Cluster
Communication includes message digest mechanisms, protection against fuzzing, and
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uses Transport Layer Security (TLS) to provide privacy and data integrity between the
cluster members.

The increased security for the cluster interconnect is invoked automatically as part
of a new Oracle Grid Infrastructure 19c deployment or an upgrade to Oracle Grid
Infrastructure 19c. Database administrators or cluster administrators do not need to
make any configuration changes for this feature.

Resupport of Direct File Placement for OCR and Voting Disks

Starting with Oracle Grid Infrastructure 19c, the desupport for direct OCR and voting
disk file placement on shared file systems is rescinded for Oracle Standalone Clusters.
For Oracle Domain Services Clusters the requirement to place OCR and voting files

in Oracle Automatic Storage Management (Oracle ASM) on top on files hosted on
shared file systems and used as ASM disks remains.

In Oracle Grid Infrastructure 12c Release 2 (12.2), Oracle announced that it would

no longer support the placement of the Oracle Grid Infrastructure Oracle Cluster
Registry (OCR) and voting files directly on a shared file system. This desupport

is now rescinded. Starting with Oracle Grid Infrastructure 19c (19.3), with Oracle
Standalone Clusters, you can again place OCR and voting disk files directly on shared
file systems.

¢ See Also:

Managing Oracle Cluster Registry and Voting Files

Optional Install for the Grid Infrastructure Management Repository

Starting with Oracle Grid Infrastructure 19c¢, the Grid Infrastructure Management
Repository (GIMR) is optional for new installations of Oracle Standalone Cluster.
Oracle Domain Services Clusters still require the installation of a GIMR as a service
component.

The data contained in the GIMR is the basis for preventative diagnostics based on
applied Machine Learning and can help to increase the availability of Oracle Real
Application Clusters (RAC) databases. Having an optional installation for the GIMR
allows for more flexible storage space management and faster deployment, especially
during the installation of test and development systems.

# See Also:

Overview of Grid Infrastructure Management Repository

Deprecated Features in Oracle Clusterware 19¢

ORACLE

The following features are deprecated in Oracle Clusterware 19c¢, and may be
desupported in a future release:

Deprecation of Addnode Script

The addnode script is deprecated in Oracle Grid Infrastructure 19c. The functionality of
adding nodes to clusters is available in the installer wizard.

xliii



Changes in This Release for Oracle Clusterware Administration and Deployment Guide

The addnode script can be removed in a future release. Instead of using the

addnode script (addnode. sh or addnode. bat ), add nodes by using the installer wizard.
The installer wizard provides many enhancements over the addnode script. Using

the installer wizard simplifies management by consolidating all software lifecycle
operations into a single tool.

Deprecation of clone.pl Script

The cl one. pl script can be removed in a future release. Instead of using the cl one. pl
script, Oracle recommends that you install the extracted gold image as a home, using
the installer wizard.

Deprecation of Vendor Clusterware Integration with Oracle Clusterware

The integration of vendor or third party clusterware with Oracle Clusterware is
deprecated in Oracle Database 19c.

The integration of vendor clusterware with Oracle Clusterware is deprecated and

can be desupported in a future release. Deprecating certain clustering features with
limited adoption allows Oracle to focus on improving core scaling, availability, and
manageability across all features and functionality. In the absence of an integration
between different cluster solutions, the system is subject to the dueling cluster
solutions issue, which describes the fact that independent cluster solutions can make
individual decisions about which corrective actions need to be taken in case of certain
failures. As such, it is recommended that only one solution should be active at any
point in time. Oracle recommends that customers align their next software or hardware
upgrade with the transition off vendor cluster solutions for this reason.

Deprecation of Black Box Virtual Machine Management Using Oracle
Clusterware

Direct management of virtual machine (VM) resources using Oracle Clusterware is
deprecated in Oracle Database 19c¢, and can be removed in a future release.

Oracle continues to support the use of Oracle Clusterware management of black-box
Oracle Grid Infrastructure virtual machines (GIVMSs) on physical hardware using Oracle
Clusterware 19c¢, which provides high availability and ease of management of virtual
machines.

Desupported Features in Oracle Clusterware 19¢
These are the desupported features for Oracle Clusterware 19c:

Desupport of Leaf Nodes in Flex Cluster Architecture

Leaf nodes are no longer supported in the Oracle Flex Cluster Architecture in Oracle
Grid Infrastructure 19c.

In Oracle Grid Infrastructure 19c¢ (19.1) and later releases, all nodes in an Oracle Flex
Cluster function as hub nodes. The capabilities offered by Leaf nodes in the original
implementation of the Oracle Flex Cluster architecture can as easily be served by hub
nodes. Therefore, leaf nodes are no longer supported.
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Desupport of Oracle Real Application Clusters for Standard Edition 2 (SE2)
Database Edition

Starting with Oracle Database 19c, Oracle Real Application Clusters (Oracle RAC) is
not supported in Oracle Database Standard Edition 2 (SE2).

Upgrading Oracle Database Standard Edition databases that use Oracle Real
Application Clusters (Oracle RAC) functionality from earlier releases to Oracle
Database 19c is not possible. To upgrade those databases to Oracle Database 19c,
either remove the Oracle RAC functionality before starting the upgrade, or upgrade
from Oracle Database Standard Edition to Oracle Database Enterprise Edition.

For more information about each step, including how to reconfigure your system after
an upgrade, refer to My Oracle Support Note 2504078.1: "Desupport of Oracle Real
Application Clusters (RAC) with Oracle Database Standard Edition 19c."

Changes in Oracle Clusterware Release 18c

Following is a list of features that are new in the Oracle Clusterware Administration
and Deployment Guide for Oracle Clusterware 18c.

Cross-Cluster Dependency Proxies

Cross-cluster dependency proxies provide resource state change notifications from
one cluster to another, and enable resources in one cluster to act on behalf of
dependencies on resources in another cluster. You can use cross-cluster dependency
proxies, for example, to ensure that an application in an Oracle Application Member
Cluster only starts if its associated database hosted in an Oracle Database Member
Cluster is available. Similarly, you can use cross-cluster dependency proxies to
ensure that a database in an Oracle Database Member Cluster only starts if at least
one Oracle Automatic Storage Management (Oracle ASM) instance on the Domain
Services Cluster is available.

" See Also:

Cross-Cluster Dependency Proxies

Shared Single-Client Access Names

A shared single-client access name (SCAN) enables the sharing of one set of SCAN
virtual IPs (VIPs) and listeners (referred to as the SCAN setup) on a dedicated cluster
in a data center with other clusters to avoid the deployment of one SCAN setup per
cluster. This feature not only reduces the number of SCAN-related DNS entries, but
also the number of VIPs that must be deployed for a cluster configuration.

A shared SCAN simplifies the deployment and management of groups of clusters
in the data center by providing a shared SCAN setup that can be used by multiple
systems at the same time.

¢ See Also:

Configuring Shared Single Client Access Names
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Node VIPs Optional

Starting with this release, the use of node virtual IP (VIP) addresses is optional in a
cluster environment. This enhancement reduces the number of IP addresses that are
required for the deployment without the node VIPs. An additional benefit is that this
change simplifies the Oracle Clusterware deployment.

# Note:

This feature is only applicable to test and development environments.

¢ See Also:

Oracle Clusterware Network Configuration Concepts

Zero-Downtime Database Upgrade

Rapid Home Provisioning offers zero-downtime database upgrading, which automates
all of the steps required for a database upgrade. It can minimize or even

eliminate application downtime during the upgrade process, and minimize resource
requirements. This upgrade method also provides a fallback path to which to roll back
upgrades, if necessary.

¢ See Also:

Zero-Downtime Upgrade

REST API for Rapid Home Provisioning and Maintenance

This release of Oracle Clusterware provides the most common Rapid Home
Provisioning workflows as REST API calls.

In addition to invoking Rapid Home Provisioning and Maintenance through the
command-line interface, you can invoke workflows through the new REST API, which
provides new flexibility when integrating with bespoke and third-party orchestration
engines.

# See Also:

Oracle Database REST API Reference

Engineered Systems Support

Use Rapid Home Provisioning to patch Oracle Exadata infrastructure. In addition to
patching Oracle Database and Oracle Grid Infrastructure software homes, you can
now patch the software for the database nodes, storage cells, and InfiniBand switches
in an Oracle Exadata environment. Integration of Oracle Exadata components support
into Rapid Home Provisioning enables management and tracking of maintenance for
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these components through the centralized inventory of the Rapid Home Provisioning
service.

Dry-Run Command Validation

The workflows included in Rapid Home Provisioning commands are composed of
multiple smaller steps, some of which can fail. This release of Oracle Clusterware
includes a dry-run command mode for several RHPCTL commands that enables you
to evaluate the implact of those commands without making any permanent changes.

¢ See Also:

Oracle Fleet Patching and Provisioning Overview

Configuration Drift Reporting and Resolution

Rapid Home Provisioning maintains standardized deployments across the database
estate.

¢ See Also:

Oracle Fleet Patching and Provisioning Overview

Authentication Plug-In

Rapid Home Provisioning integrates authentication with the mechanisms in use at a
data center.

Command Scheduler and Bulk Operations

Using Rapid Home Provisioning, you can schedule and bundle automated tasks that
are essential for maintenance of a large database estate. You can schedule such tasks
as provisioning software homes, switching to a new home, and scaling a cluster. Also,
you can add a list of clients to a command, facilitating large-scale operations.

¢ See Also:

Oracle Fleet Patching and Provisioning Overview

Local Switch Home for Applying Updates

Rapid Home Provisioning automatons for updating Oracle Database and Oracle Grid
Infrastructure homes can be run in a local mode, with no Rapid Home Provisioning
Server or Client in the architecture.

These automatons feature the same user interface, outcome, and many of the
command line options as the server and client modes. This provides for a consistent,
standardized maintenance approach across environments that are constructed with a
central Rapid Home Provisioning Server and those environments that do not employ
the Rapid Home Provisioning Server.
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¢ See Also:

Oracle Fleet Patching and Provisioning Overview

Using the gridSetup Utility to Manage Oracle Clusterware

Gold image-based installation, using the gridSetup utility (gri dSet up. sh or

gri dSet up. bat), replaces using Oracle Universal Installer for installing Oracle

Grid Infrastructure. You can also use gridSetup-based management to perform
Oracle Clusterware management tasks such as cloning, add-node and delete-node
operations, and downgrade using the gridSetup utility.

Deprecated Features in Oracle Clusterware 18c

ORACLE

The following features are deprecated in Oracle Clusterware 18c, and may be
desupported in a future release:

Using addnode.sh to Manage Oracle Grid Infrastructure

With this release, you will use gri dSet up. sh to launch the Oracle Grid Infrastructure
Grid Setup Wizard to configure Oracle Grid Infrastructure after installation or after an
upgrade.

Flex Cluster (Hub/Leaf) Architecture

With continuous improvements in the Oracle Clusterware stack towards providing
shorter reconfiguration times in case of a failure, Leaf nodes are no longer necessary
for implementing clusters that meet customer needs, either for on-premises, or in the
Cloud.
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Introduction to Oracle Clusterware

Oracle Clusterware concepts and components.

Oracle Clusterware enables servers to communicate with each other, so that they
appear to function as a collective unit. This combination of servers is commonly known
as a cluster. Although the servers are standalone servers, each server has additional
processes that communicate with other servers. In this way the separate servers
appear as if they are one system to applications and end users.

This chapter includes the following topics:

*  Overview of Oracle Clusterware

* Understanding System Requirements for Oracle Clusterware

»  Overview of Oracle Clusterware Platform-Specific Software Components
* High Availability Options for Oracle Database

*  Overview of Installing Oracle Clusterware

*  Overview of Upgrading and Patching Oracle Clusterware

e Overview of Grid Infrastructure Management Repository

*  Overview of Domain Services Clusters

*  Overview of Managing Oracle Clusterware Environments

*  Overview of Command Evaluation

*  Overview of Cloning and Extending Oracle Clusterware in Grid Environments
*  Overview of the Oracle Clusterware High Availability Framework and APIs

e Overview of Cluster Time Management

Overview of Oracle Clusterware

Oracle Clusterware is portable cluster software that provides comprehensive multi-
tiered high availability and resource management for consolidated environments. It
supports clustering of independent servers so that they cooperate as a single system.

Oracle Clusterware is the integrated foundation for Oracle Real Application Clusters
(Oracle RAC), and the high-availability and resource management framework for all
applications on any major platform. Oracle Clusterware was first released with Oracle
Database 10g release 1 (10.1) as the required cluster technology for the Oracle
multi-instance database, Oracle RAC. The intent is to leverage Oracle Clusterware

in the cloud to provide enterprise-class resiliency where required, and dynamic, online
allocation of compute resources where and when they are needed.

Oracle Flex Clusters

In Oracle Clusterware 12c release 2 (12.2), all clusters are configured as Oracle Flex
Clusters, meaning that a cluster is configured with one or more Hub Nodes, which can
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support a large number of nodes. Clusters currently configured under older versions of
Oracle Clusterware are converted in place as part of the upgrade process, including
the activation of Oracle Flex ASM (which is a requirement for Oracle Flex Clusters).

Figure 1-1 Oracle Clusterware Configuration
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Hub Nodes are tightly connected, and have direct access to shared storage. They
would traditionally be deployed as hosts for Oracle RAC or Oracle RAC One database
instances. Other nodes in the cluster differ from Hub Nodes in that they do not require
direct access to shared storage, but instead access data through the Hub Nodes.

All nodes in an Oracle Flex Cluster belong to a single Oracle Grid Infrastructure
cluster. This architecture centralizes policy decisions for deployment of resources
based on application needs, to account for various service levels, loads, failure
responses, and recovery.

Oracle Flex Clusters consists of Hub Nodes that support other nodes in the cluster.
The number of Hub Nodes in an Oracle Flex Cluster must be at least one and can be
as many as 64, while the number of other, supported nodes can be many more. Hub
Nodes can host different types of applications.

Oracle Flex Clusters may operate with one or many Hub Nodes, but other nodes are
optional and can only exist as members of a cluster that includes at least one Hub
Node.

The benefits of using a cluster include:

e Scalability of applications (including Oracle RAC and Oracle RAC One databases)

* Reduce total cost of ownership for the infrastructure by providing a scalable
system with low-cost commodity hardware
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e Ability to fail over

* Increase throughput on demand for cluster-aware applications, by adding servers
to a cluster to increase cluster resources

* Increase throughput for cluster-aware applications by enabling the applications to
run on all of the nodes in a cluster

» Ability to program the startup of applications in a planned order that ensures
dependent processes are started in the correct sequence

* Ability to monitor processes and restart them if they stop
»  Eliminate unplanned downtime due to hardware or software malfunctions
* Reduce or eliminate planned downtime for software maintenance

You can configure Oracle Clusterware to manage the availability of user applications
and Oracle databases. In an Oracle RAC environment, Oracle Clusterware manages
all of the resources automatically. All of the applications and processes that Oracle
Clusterware manages are either cluster resources or local resources.

Oracle Clusterware is required for using Oracle RAC; it is the only clusterware that you
need for platforms on which Oracle RAC operates. Although Oracle RAC continues

to support many third-party clusterware products on specific platforms, you must

also install and use Oracle Clusterware. Note that the servers on which you want to
install and run Oracle Clusterware must use the same operating system. Starting with
Oracle Database 19c, the integration of vendor clusterware with Oracle Clusterware

is deprecated, and can be desupported in a future release. For this reason, Oracle
recommends that you align your next software or hardware upgrade to transition off of
vendor cluster solutions.

Using Oracle Clusterware eliminates the need for proprietary vendor clusterware
and provides the benefit of using only Oracle software. Oracle provides an entire
software solution, including everything from disk management with Oracle Automatic
Storage Management (Oracle ASM) to data management with Oracle Database

and Oracle RAC. In addition, Oracle Database features, such as Oracle Services,
provide advanced functionality when used with the underlying Oracle Clusterware
high-availability framework.

Oracle Clusterware has two stored components, besides the binaries: The voting files,
which record node membership information, and the Oracle Cluster Registry (OCR),
which records cluster configuration information. Voting files and OCRs must reside on
shared storage available to all cluster member nodes.

Clusterware Architectures

Oracle Clusterware provides you with two different deployment architecture choices for
new clusters during the installation process. You can either choose a domain services
cluster or a member cluster, which is used to host applications and databases.

A domain services cluster is an Oracle Flex Cluster that has one or more Hub Nodes
(for database instances) and zero or more other nodes. Shared storage is locally
mounted on each of the Hub Nodes and an Oracle ASM instance is available to all
Hub Nodes. In addition, a management database is stored and accessed, locally,
within the cluster. This deployment is also used for an upgraded, pre-existing cluster.

A member cluster groups multiple cluster configurations for management purposes
and makes use of shared services available within that cluster domain. The cluster
configurations within that cluster domain are:
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+ Domain services cluster: A cluster that provides centralized services to other
clusters within the Cluster Domain. Services can include a centralized Grid
Infrastructure Management Repository (on which the management database for
each of the clusters within the Cluster Domain resides), the trace file analyzer
service, an optional Fleet Patching and Provisioning service, and, very likely, a
consolidated Oracle ASM storage management service.

- Database member cluster: A cluster that is intended to support Oracle RAC
or Oracle RAC One database instances, the management database for which is
off-loaded to the domain services cluster, and that can be configured with local
Oracle ASM storage management or make use of the consolidated Oracle ASM
storage management service offered by the domain services cluster.

* Application member cluster: A cluster that is configured to support applications
without the resources necessary to support Oracle RAC or Oracle RAC One
database instances. This cluster type has no configured local shared storage but it
is intended to provide a highly available, scalable platform for running application
processes.

Understanding System Requirements for Oracle
Clusterware

Oracle Clusterware hardware and software concepts and requirements.

To use Oracle Clusterware, you must understand the hardware and software concepts
and requirements.

Oracle Clusterware Hardware Concepts and Requirements

Understanding the hardware concepts and requirements helps ensure a successful
Oracle Clusterware deployment.

A cluster consists of one or more servers. Access to an external network is the same
for a server in a cluster (also known as a cluster member or node) as for a standalone
server.

< Note:

Many hardware providers have validated cluster configurations that provide
a single part number for a cluster. If you are new to clustering, then use

the information in this section to simplify your hardware procurement efforts
when you purchase hardware to create a cluster.

A node that is part of a cluster requires a second network. This second network is
referred to as the interconnect. For this reason, cluster member nodes require at least
two network interface cards: one for a public network and one for a private network.
The interconnect network is a private network using a switch (or multiple switches) that
only the nodes in the cluster can access.!

1 Oracle Clusterware supports up to 100 nodes in a cluster on configurations running Oracle Database 10g release
2 (10.2) and later releases.
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< Note:

Oracle does not support using crossover cables as Oracle Clusterware
interconnects.

Cluster size is determined by the requirements of the workload running on the
cluster and the number of nodes that you have configured in the cluster. If you are
implementing a cluster for high availability, then configure redundancy for all of the
components of the infrastructure as follows:

* At least two network interfaces for the public network, bonded to provide one
address

* At least two network interfaces for the private interconnect network

The cluster requires shared connection to storage for each server in the cluster. Oracle
Clusterware supports Network File Systems (NFSs), iSCSI, Direct Attached Storage
(DAS), Storage Area Network (SAN) storage, and Network Attached Storage (NAS).

To provide redundancy for storage, generally provide at least two connections from
each server to the cluster-aware storage. There may be more connections depending
on your I/O requirements. It is important to consider the 1/0O requirements of the entire
cluster when choosing your storage subsystem.

Most servers have at least one local disk that is internal to the server. Often, this

disk is used for the operating system binaries; you can also use this disk for the
Oracle software binaries. The benefit of each server having its own copy of the Oracle
binaries is that it increases high availability, so that corruption of one binary does not
affect all of the nodes in the cluster simultaneously. It also allows rolling upgrades,
which reduce downtime.

Oracle Clusterware Operating System Concepts and Requirements

You must first install and verify the operating system before you can install Oracle
Clusterware.

Each server must have an operating system that is certified with the Oracle
Clusterware version you are installing. Refer to the certification matrices available in
the Oracle Grid Infrastructure Installation and Upgrade Guide for your platform or on
My Oracle Support (formerly OracleMetalLink) for details.

When the operating system is installed and working, you can then install Oracle
Clusterware to create the cluster. Oracle Clusterware is installed independently of
Oracle Database. After you install Oracle Clusterware, you can then install Oracle
Database or Oracle RAC on any of the nodes in the cluster.

Related Topics
e Oracle RAC Technologies Certification Matrix for UNIX Platforms

e Oracle Grid Infrastructure Installation and Upgrade Guide

Oracle Clusterware Software Concepts and Requirements

Oracle Clusterware uses voting files to provide fencing and cluster node membership
determination. Oracle Cluster Registry (OCR) provides cluster configuration
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information. Collectively, voting files and OCR are referred to as Oracle Clusterware
files.

Oracle Clusterware files must be stored on Oracle ASM. If the underlying storage

for the Oracle ASM disks is not hardware protected, such as RAID, then Oracle
recommends that you configure multiple locations for OCR and voting files. The voting
files and OCR are described as follows:

e Voting Files

Oracle Clusterware uses voting files to determine which nodes are members of a
cluster. You can configure voting files on Oracle ASM, or you can configure voting
files on shared storage.

If you configure voting files on Oracle ASM, then you do not need to manually
configure the voting files. Depending on the redundancy of your disk group, an
appropriate number of voting files are created.

If you do not configure voting files on Oracle ASM, then for high availability, Oracle
recommends that you have a minimum of three voting files on physically separate

storage. This avoids having a single point of failure. If you configure a single voting
file, then you must use external mirroring to provide redundancy.

Oracle recommends that you do not use more than five voting files, even though
Oracle supports a maximum number of 15 voting files.

e Oracle Cluster Registry

Oracle Clusterware uses the Oracle Cluster Registry (OCR) to store and manage
information about the components that Oracle Clusterware controls, such as
Oracle RAC databases, listeners, virtual IP addresses (VIPs), and services and
any applications. OCR stores configuration information in a series of key-value
pairs in a tree structure. To ensure cluster high availability, Oracle recommends
that you define multiple OCR locations. In addition:

— You can have up to five OCR locations

— Each OCR location must reside on shared storage that is accessible by all of
the nodes in the cluster

— You can replace a failed OCR location online if it is not the only OCR location

— You must update OCR through supported utilities such as Oracle Enterprise
Manager, the Oracle Clusterware Control Utility (CRSCTL), the Server
Control Utility (SRVCTL), the OCR configuration utility (OCRCONFIG), or the
Database Configuration Assistant (DBCA)

Related Topics

*  Oracle Clusterware Configuration and Administration
Configuring and administering Oracle Clusterware and its various components
involves managing applications and databases, and networking within a cluster.

Oracle Clusterware Network Configuration Concepts

ORACLE

Oracle Clusterware enables a dynamic Oracle Grid Infrastructure through the self-
management of the network requirements for the cluster.

Oracle Clusterware supports the use of Dynamic Host Configuration Protocol (DHCP)
or stateless address auto-configuration for the VIP addresses and the Single Client
Access Name (SCAN) address, but not the public address. DHCP provides dynamic
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assignment of IPv4 VIP addresses, while Stateless Address Autoconfiguration
provides dynamic assignment of IPv6 VIP addresses.

The use of node VIPs is optional in a cluster deployment. By default node VIPs are
included when you deploy the cluster environment.

When you are using Oracle RAC, all of the clients must be able to reach the database,
which means that the clients must resolve VIP and SCAN names to all of the VIP

and SCAN addresses, respectively. This problem is solved by the addition of Grid
Naming Service (GNS) to the cluster. GNS is linked to the corporate Domain Name
Service (DNS) so that clients can resolve host names to these dynamic addresses and
transparently connect to the cluster and the databases. Oracle supports using GNS
without DHCP or zone delegation in Oracle Clusterware 12c or later releases (as with
Oracle Flex ASM server clusters, which you can configure without zone delegation or
dynamic networks).

# Note:

Oracle does not support using GNS without DHCP or zone delegation on
Windows.

Starting with Oracle Clusterware 12¢, a GNS instance was enhanced to enable the
servicing multiple clusters rather than just one, thus only a single domain must be
delegated to GNS in DNS. GNS still provides the same services as in previous
versions of Oracle Clusterware.

The cluster in which the GNS server runs is referred to as the server cluster. A client
cluster advertises its names with the server cluster. Only one GNS daemon process
can run on the server cluster. Oracle Clusterware puts the GNS daemon process on
one of the nodes in the cluster to maintain availability.

In previous, single-cluster versions of GNS, the single cluster could easily locate the
GNS service provider within itself. In the multicluster environment, however, the client
clusters must know the GNS address of the server cluster. Given that address, client
clusters can find the GNS server running on the server cluster.

In order for GNS to function on the server cluster, you must have the following:

*  The DNS administrator must delegate a zone for use by GNS

* A GNS instance must be running somewhere on the network and it must not be
blocked by a firewall

* All of the node names in a set of clusters served by GNS must be unique

Related Topics
»  Oracle Automatic Storage Management Administrator's Guide

*  Overview of Grid Naming Service
Oracle Clusterware uses Grid Naming Service (GNS) for address resolution in a
single-cluster or multi-cluster environment. You can configure your clusters with a
single, primary GNS instance, and you can also configure one or more secondary
GNS instances with different roles to provide high availability address lookup and
other services to clients.
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Single Client Access Name (SCAN)

Oracle Clusterware can use the Single Client Access Name (SCAN) for dynamic VIP
address configuration, removing the need to perform manual server configuration.

The SCAN is a domain name registered to at least one and up to three IP addresses,
either in DNS or GNS. When using GNS and DHCP, Oracle Clusterware configures
the VIP addresses for the SCAN name that is provided during cluster configuration.

The node VIP and the three SCAN VIPs are obtained from the DHCP server when
using GNS. If a new server joins the cluster, then Oracle Clusterware dynamically
obtains the required VIP address from the DHCP server, updates the cluster resource,
and makes the server accessible through GNS.

Related Topics

* Understanding SCAN Addresses and Client Service Connections
Public network addresses are used to provide services to clients.

Manual Addresses Configuration

You have the option to manually configure addresses, instead of using GNS and
DHCP for dynamic configuration.

In manual address configuration, you configure the following:

e One public address and host name for each node.
*  One VIP address for each node.

You must assign a VIP address to each node in the cluster. Each VIP address
must be on the same subnet as the public IP address for the node and should
be an address that is assigned a name in the DNS. Each VIP address must
also be unused and unpingable from within the network before you install Oracle
Clusterware.

e Upto three SCAN addresses for the entire cluster.

¢ Note:

The SCAN must resolve to at least one address on the public network.
For high availability and scalability, Oracle recommends that you
configure the SCAN to resolve to three addresses on the public network.

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide

Overview of Oracle Clusterware Platform-Specific Software
Components

In an operational Oracle Clusterware, various platform-specific processes or services
run on each cluster node.
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This section describes these processes and services.

The Oracle Clusterware Technology Stack

Oracle Clusterware consists of two separate technology stacks: an upper technology
stack anchored by the Cluster Ready Services (CRS) daemon (CRSD) and a lower
technology stack anchored by the Oracle High Availability Services daemon (OHASD).

These two technology stacks have several processes that facilitate cluster operations.
The following sections describe these technology stacks in more detail.

The Cluster Ready Services Technology Stack

ORACLE

The Cluster Ready Services (CRS) technology stack leverages several processes to
manage various services.

The following list describes these processes:

Cluster Ready Services (CRS): The primary program for managing high
availability operations in a cluster.

The CRSD manages cluster resources based on the configuration information that
is stored in OCR for each resource. This includes start, stop, monitor, and failover
operations. The CRSD process generates events when the status of a resource
changes. When you have Oracle RAC installed, the CRSD process monitors the
Oracle database instance, listener, and so on, and automatically restarts these
components when a failure occurs.

Cluster Synchronization Services (CSS): Manages the cluster configuration by
controlling which nodes are members of the cluster and by notifying members
when a node joins or leaves the cluster. If you are using certified third-party
clusterware, then CSS processes interface with your clusterware to manage node
membership information.

The cssdagent process monitors the cluster and provides 1/O fencing. This service
formerly was provided by Oracle Process Monitor Daemon (opr ocd), also known
as OraFenceSer vi ce on Windows. A cssdagent failure may result in Oracle
Clusterware restarting the node.

Oracle ASM: Provides disk management for Oracle Clusterware and Oracle
Database.

Cluster Time Synchronization Service (CTSS): Provides time management in a
cluster for Oracle Clusterware.

Event Management (EVM): A background process that publishes events that
Oracle Clusterware creates.

Grid Naming Service (GNS): Handles requests sent by external DNS servers,
performing name resolution for names defined by the cluster.

Oracle Agent (oraagent): Extends clusterware to support Oracle-specific
requirements and complex resources. This process runs server callout scripts
when FAN events occur. This process was known as RACG in Oracle Clusterware
11g release 1 (11.1).

Oracle Notification Service (ONS): A publish and subscribe service for
communicating Fast Application Notification (FAN) events.
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Oracle Root Agent(orarootagent): A specialized or aagent process that helps
the CRSD manage resources owned by r oot , such as the network, and the Grid
virtual IP address.

The Cluster Synchronization Service (CSS), Event Management (EVM), and Oracle
Notification Services (ONS) components communicate with other cluster component
layers on other nodes in the same cluster database environment. These components
are also the main communication links between Oracle Database, applications, and
the Oracle Clusterware high availability components. In addition, these background
processes monitor and manage database operations.

The Oracle High Availability Services Technology Stack

The Oracle High Availability Services technology stack uses several processes to
provide Oracle Clusterware high availability.

The following list describes the processes in the Oracle High Availability Services
technology stack:

ORACLE

appagent: Protects any resources of the appl i cati on resource type used in
previous versions of Oracle Clusterware.

Cluster Logger Service (ologgerd): Receives information from all the nodes in
the cluster and persists in an Oracle Grid Infrastructure Management Repository-
based database. This service runs on only two nodes in a cluster.

Grid Interprocess Communication (GIPC): A support daemon that enables
Redundant Interconnect Usage.

Grid Plug and Play (GPNPD): Provides access to the Grid Plug and Play profile,
and coordinates updates to the profile among the nodes of the cluster to ensure
that all of the nodes have the most recent profile.

Multicast Domain Name Service (MDNS): Used by Grid Plug and Play to locate
profiles in the cluster, and by GNS to perform name resolution. The mDNS
process is a background process on Linux and UNIX and on Windows.

Oracle Agent (oraagent): Extends clusterware to support Oracle-specific
requirements and complex resources. This process manages daemons that run
as the Oracle Clusterware owner, like the GIPC, GPNPD, and GIPC daemons.

# Note:

This process is distinctly different from the process of the same name
that runs in the Cluster Ready Services technology stack.

Oracle Root Agent (orarootagent): A specialized or aagent process that helps
the CRSD manage resources owned by r oot , such as the Cluster Health Monitor
(CHM).

# Note:

This process is distinctly different from the process of the same name
that runs in the Cluster Ready Services technology stack.
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e scriptagent: Protects resources of resource types other than appl i cati on when
using shell or batch scripts to protect an application.

e System Monitor Service (osysmond): The monitoring and operating system metric
collection service that sends the data to the cluster logger service. This service
runs on every node in a cluster.

Table 1-1 lists the processes and services associated with Oracle Clusterware
components. In Table 1-1, if a UNIX or a Linux system process has an (r) beside
it, then the process runs as the r oot user.

< Note:

some of them.

Oracle ASM is not just one process, but an instance. Given Oracle Flex
ASM, Oracle ASM does not necessarily run on every cluster node but only

Table 1-1 List of Processes and Services Associated with Oracle Clusterware

Components

Oracle Clusterware

Linux/UNIX Process

Windows Processes

Component
CRS crsd. bin(r) crsd. exe
CSS ocssd. bin, cssdnoni t or, cssdagent . exe,
cssdagent cssdnonit or. exe ocssd. exe
CTSS octssd. bin (r) oct ssd. exe
EVM evnd. bi n, evn ogger. bin evmd. exe
GIPC gi pcd. bin
GNS gnsd (r) gnsd. exe
Grid Plug and Play gpnpd. bin gpnpd. exe
LOGGER ol oggerd. bin () ol oggerd. exe

Master Diskmon

di skrmon. bin

mDNS

mdnsd. bi n

nDNSResponder . exe

Oracle agent

oraagent . bi n (Oracle
Clusterware 12c release 1 (12.1)
and later releases

oraagent . exe

Oracle High Availability ohasd. bi n (r) ohasd. exe
Services
ONS ons ons. exe

Oracle root agent

or ar oot agent (r)

oraroot agent . exe

SYSMON

osysnond. bi n (r)

osysnond. exe
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< Note:

Oracle Clusterware on Linux platforms can have multiple threads that appear
as separate processes with unique process identifiers.

Figure 1-2 illustrates cluster startup.
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Related Topics

*  Oracle Clusterware Resources
Oracle Clusterware manages applications and processes as resources that you
register with Oracle Clusterware.

e Oracle Clusterware Diagnostic and Alert Log Data
Review this content to understand clusterware-specific aspects of how Oracle
Clusterware uses ADR.

Transport Layer Security Cipher Suite Management

Oracle Clusterware provides CRSCTL commands to disable a given cipher suite,
and stores disabled cipher suite details in Oracle Local Registry and Oracle Cluster
Registry, ensuring that cipher suites included on the disabled list are not used to
negotiate transport layer security.

Starting with Oracle Clusterware 19c, the technology stack uses the GIPC

library for both inter-node and intra-node communication. To secure an inter-node
communication channel, the GIPC library uses transport layer security. For any Oracle
Clusterware release, the GIPC library supports a set of precompiled cipher suites.
Over time, a cipher suite may get compromised. Prior to Oracle Clusterware 19c, you
could not disable a given cipher suite included in the set to prevent it from being used
in any new connections in the future.

Querying the Cipher List

To obtain a list of available cipher suites:

crsctl get cluster tlsciphersuite

Adding a Cipher Suite to the Disabled List

To add a cipher suite to the disabled list:

crsctl set cluster disabledtlsciphersuite add cipher_suite_name

Removing a Cipher Suite from the Disabled List

To remove a cipher suite from the disabled list:

crsctl set cluster disabledtlsciphersuite delete cipher_suite_nane
Related Topics

» crsctl get cluster tlsciphersuite

» crsctl set cluster disabledtlsciphersuite

Oracle Clusterware Processes on Windows Systems

Oracle Clusterware uses various Microsoft Windows processes for operations on
Microsoft Windows systems.

These include the following processes:
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* nDNSResponder . exe: Manages name resolution and service discovery within
attached subnets

e (Oracl eOHServi ce: Starts all of the Oracle Clusterware daemons

High Availability Options for Oracle Database

ORACLE

Review the high availability options available to you for Oracle Database using
Standard Edition High Availability, Oracle Restart, Oracle Real Application Clusters
(Oracle RAC), and Oracle RAC One Node.

The following is an overview of the high availability options available to you for Oracle
Database.

Standard Edition High Availability

e Cluster-based active/passive Oracle Database failover solution

» Designed for single instance Standard Edition Oracle Databases

e Available with Oracle Database 19c release update (RU) 19.7 and later

e Requires Oracle Grid Infrastructure 19c RU 19.7 and later, installed as a
Standalone Cluster

Oracle Restart

e Oracle Database instance restart only feature and basis for Oracle Automatic
Storage Management (Oracle ASM) for standalone server deployments

e For single instance Oracle Databases

e Requires Oracle Grid Infrastructure for a standalone server (no cluster)

Oracle Real Application Clusters (Oracle RAC) One Node

e Provides a cluster-based active/passive Oracle Database failover and online
database relocation solution

* Available for Oracle RAC-enabled Oracle Databases

e Only one instance of an Oracle RAC-enabled Oracle Database is running under
normal operations

» Enables relocation of the active instance to another server in the cluster in an
online fashion. To relocate the active instance, you can temporarily start a second
instance on the destination server, and relocate the workload

e Supports Rolling Upgrades - patch set, database, and operating system
e Supports Application Continuity

e Requires Oracle Grid Infrastructure to be installed as a Standalone Cluster

Oracle Real Application Clusters (Oracle RAC)

e Provides active / active Oracle Database high availability and scalability solution

e Enables multiple servers to perform concurrent transactions on the same Oracle
Database
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» Provides high availability: a failure of a database instance or server does not
interrupt the database service as a whole, because other instances and their
servers remain operational

*  Supports Rolling Upgrades - patch set, database, and operating system
e Supports Application Continuity

* Requires Oracle Grid Infrastructure to be installed as a Standalone Cluster

Overview of Installing Oracle Clusterware

A successful deployment of Oracle Clusterware is more likely if you understand the
installation and deployment concepts.

# Note:

Install Oracle Clusterware with the Oracle Universal Installer.

Oracle Clusterware Version Compatibility

ORACLE

You can install different releases of Oracle Clusterware, Oracle ASM, and
Oracle Database on your cluster. However you should be aware of compatibility
considerations.

Follow these guidelines when installing different releases of software on your cluster:

*  You can only have one installation of Oracle Clusterware running in a cluster, and
it must be installed into its own software home (G'i d_hone). The release of Oracle
Clusterware that you use must be equal to or higher than the Oracle ASM and
Oracle RAC versions that run in the cluster. You cannot install a version of Oracle
RAC that was released after the version of Oracle Clusterware that you run on the
cluster. For example:

— Oracle Clusterware 19c only supports Oracle ASM 19c, because Oracle
ASM is in the Oracle Grid Infrastructure home, which also includes Oracle
Clusterware

— Oracle Clusterware 19c supports Oracle Database 19¢ and Oracle Database
12.1 Release 1 (12.1 and later)

— Oracle ASM 19c requires Oracle Clusterware 19c, and supports Oracle
Database 19c and Oracle Database 12c Release 1 (12.1 and later)

— Oracle Database 19c¢ requires Oracle Clusterware 19c¢
For example:

*  If you have Oracle Clusterware 19c installed as your clusterware, then
you can have an Oracle Database 12c Release 1 (12.1) single-instance
database running on one node, and separate Oracle Real Application
Clusters 12c Release 2 (12.2) and Oracle Real Application Clusters 18c
databases also running on the cluster.

*  When using different Oracle ASM and Oracle Database releases, the
functionality of each depends on the functionality of the earlier software
release. Thus, if you install Oracle Clusterware 19c, and you later
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configure Oracle ASM, and you use Oracle Clusterware to support an
existing Oracle Database 12c Release 2 (12.2) installation, then the
Oracle ASM functionality is equivalent only to that available in the 12c
Release 2 (12.2) release version. Set the compatible attributes of a disk
group to the appropriate release of software in use.

* There can be multiple Oracle homes for the Oracle Database software (both single

instance and Oracle RAC) in the cluster. The Oracle homes for all nodes of an
Oracle RAC database must be the same.

*  You can use different users for the Oracle Clusterware and Oracle Database

homes if they belong to the same primary group.

»  Starting with Oracle Clusterware 12c, there can only be one installation of Oracle

ASM running in a cluster. Oracle ASM is always the same version as Oracle
Clusterware, which must be the same (or higher) release than that of the Oracle
database.

* Toinstall Oracle RAC 10g, you must also install Oracle Clusterware.

»  Oracle recommends that you do not run different cluster software on the same

servers unless they are certified to work together. However, if you are adding
Oracle RAC to servers that are part of a cluster, then either migrate to Oracle
Clusterware or ensure that:

— The clusterware you run is supported to run with Oracle RAC 18c.

— You have installed the correct options for Oracle Clusterware and the other
vendor clusterware to work together.

¢ Note:

Starting with Oracle Database 19c, the integration of vendor clusterware
with Oracle Clusterware is deprecated, and can be desupported in a future
release. For this reason, Oracle recommends that you align your next
software or hardware upgrade to transition off of vendor cluster solutions.

Related Topics
e Oracle Automatic Storage Management Administrator's Guide

e Oracle Grid Infrastructure Installation and Upgrade Guide

Overview of Upgrading and Patching Oracle Clusterware

ORACLE

In-place patching replaces the Oracle Clusterware software with the newer version in
the same Grid home. Out-of-place upgrade has both versions of the same software
present on the nodes at the same time, in different Grid homes, but only one version is
active.

For Oracle Clusterware 12c and later releases, Oracle supports in-place or out-of-
place patching. Oracle supports only out-of-place upgrades.

Oracle supports patch bundles and one-off patches for in-place patching but only
supports patch sets and major point releases as out-of-place upgrades.

Rolling upgrades avoid downtime and ensure continuous availability of Oracle
Clusterware while the software is upgraded to the new version. When you upgrade to
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Oracle Clusterware 12c or later releases, Oracle Clusterware and Oracle ASM binaries
are installed as a single binary called the Oracle Grid Infrastructure.

Oracle supports force upgrades in cases where some nodes of the cluster are down.

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide

Overview of Grid Infrastructure Management Repository

ORACLE

The Grid Infrastructure Management Repository stores information about the cluster,
such as real-time performance data and metadata that various cluster clients collect
and require.

In previous versions of Oracle Grid Infrastructure, the Grid Infrastructure Management
Repository was a standalone database in the Grid Infrastructure home. This required
disk space in the first disk group created, sharing that space with the Oracle Cluster
Registry (OCR) and the voting disk. For standalone clusters, you can install the Grid
Infrastructure Management Repository into its own MGMT disk group, along with the
OCR backup files during Oracle Grid Infrastructure installation.

Oracle Member Clusters use the Grid Infrastructure Management Repository service
located in its Domain Services Cluster, where its Grid Infrastructure Management
Repository is a pluggable database (PDB) within the Grid Infrastructure Management
Repository container database (CDB) of the Domain Services Cluster. This removes
the requirement to run a local Grid Infrastructure Management Repository and locate
its data files in the member cluster's disk group.

Additionally, you can install both the local Grid Infrastructure Management Repository
and Domain Services Cluster Grid Infrastructure Management Repository into the
MGMT disk group during installation of Oracle Grid Infrastructure. It is mandatory for
the domain services cluster to be located in a disk group separate from the OCR and
voting disk.

The Grid Infrastructure Management Repository:

* Is an Oracle database that stores real-time operating system metrics collected
by Cluster Health Monitor. You configure the Grid Infrastructure Management
Repository during an installation of or upgrade to Oracle Clusterware 12c on a
cluster.

" Note:

If you are upgrading Oracle Clusterware to Oracle Clusterware 12¢ and
OCR and the voting file are stored on raw or block devices, then you
must move them to Oracle ASM before you upgrade your software.

e Must run on a Hub Node, and must support failover to another node in case of
node or storage failure.

e Communicates with any cluster clients (such as Cluster Health Advisor, cluster
resource activity log, Fleet Patching and Provisioning Server, OLOGGERD, and
OCLUMON) through the private network. The Grid Infrastructure Management
Repository communicates with external clients, Domain Services Clusters, and
member clusters over the public network, only.
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Oracle recommends that you store data files in their own Oracle ASM disk group,
MGMT, which you can create during Oracle Grid Infrastructure installation. If you did
not create this disk group during installation, then the data files will be co-located
with the OCR and voting files.

Oracle increased the Oracle Clusterware shared storage requirement to
accommodate the Grid Infrastructure Management Repository, which can be a
network file system (NFS), cluster file system, or an Oracle ASM disk group.

Is managed with SRVCTL commands with the ngnt db and ngnt | snr nouns.

Is managed by each of its clients’ command one utility for retention.

" Note:

Starting with Oracle Grid Infrastructure 19c, the Grid Infrastructure
Management Repository (GIMR) is optional for new installations of Oracle
Standalone Cluster. Oracle Domain Services Clusters still require the
installation of a GIMR as a service component.

Related Topics

Oracle Autonomous Health Framework User's Guide

Oracle Fleet Patching and Provisioning Overview
Oracle Fleet Patching and Provisioning is a software lifecycle management
method for provisioning and maintaining Oracle homes.

Overview of Domain Services Clusters

Domain Services Cluster is the base for a service-oriented infrastructure for deploying
clustered systems within a single Management Domain. A Domain Services Cluster is
an Oracle cluster deployed solely to provide services to Member Clusters within that
Management Domain.

ORACLE

The Member Clusters use the configured services as they are needed. The services
include a centralized Domain Management Repository, Storage Management services,
and Fleet Patching and Provisioning.

Configuring a Domain Services Cluster has many benefits, including:

Ease of deployment and provisioning
— Configure shared services once, reuse many times over
— No need to provision and configure shared storage for each member cluster

— Deploy Database Member Clusters with the option of using the shared storage
management services or locally configured storage

— Deploy Application Member Clusters without support for a database,
consuming fewer resources and using Oracle ACFS Remote for shared
storage

Centralized shared services

— Benefits of consolidation of storage management to the Domain Services
Clusters:
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*  Efficiencies of scale (save storage and effort)
*  Manage all storage simultaneously

— Database management goes from the local cluster to the Domain
Management Repository

— Member clusters have access to the Oracle ACFS file systems on the Domain
Services Cluster using Oracle ACFS Remote

The Cluster Domain consists of the Domain Services Cluster and the Member Clusters
that make use of the services provided. All clusters use the same standard Oracle
Clusterware and are deployed using the Oracle Universal Installer. The Domain
Services Cluster must be deployed first, then used to provide services to the Member
Clusters as they are deployed and configured for the services they require.

Application Member Clusters are configured, as follows:

e To not support Oracle databases and database resources, thus consuming far
fewer memory resources

e Access to shared storage provisioned from the Domain Services Cluster using
Oracle ACFS Remote

e Management repositories and the storage of their Oracle Cluster Registry and
voting files provided by centralized storage

The Database Member Clusters can be configured in three different ways, depending
upon how storage is to be accessed. In all cases, the management repositories are
stored in the Domain Management Repository. The three configurations for Database
Member Cluster storage access are:

* Locally configured shared storage, with local Oracle ASM instances on the cluster

» Direct access to storage that is managed through remote Oracle ASM on the
Domain Services Cluster

* Indirect access to Oracle ASM storage on the Domain Services Cluster through
Oracle ACFS Remote and through an Oracle ASM 10 service

Related Topics

e Cross-Cluster Dependency Proxies
Cross-cluster dependency proxies are lightweight, fault-tolerant proxy resources
on Member Clusters for resources running on a Domain Services Cluster.

*  Oracle Fleet Patching and Provisioning Overview
Oracle Fleet Patching and Provisioning is a software lifecycle management
method for provisioning and maintaining Oracle homes.

»  Oracle Automatic Storage Management Administrator's Guide

Overview of Managing Oracle Clusterware Environments

ORACLE

Oracle Clusterware provides you with several different utilities with which to manage
the environment.

The following list describes the utilities for managing your Oracle Clusterware
environment:

e Cluster Health Monitor (CHM): Cluster Health Monitor detects and analyzes
operating system and cluster resource-related degradation and failures to provide
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more details to users for many Oracle Clusterware and Oracle RAC issues, such
as node eviction. The tool continuously tracks the operating system resource
consumption at the node, process, and device levels. It collects and analyzes
the clusterwide data. In real-time mode, when thresholds are met, the tool shows
an alert to the user. For root-cause analysis, historical data can be replayed to
understand what was happening at the time of failure.

Cluster Verification Utility (CVU): CVU is a command-line utility that you use
to verify a range of cluster and Oracle RAC specific components. Use CVU to
verify shared storage devices, networking configurations, system requirements,
and Oracle Clusterware, and operating system groups and users.

Install and use CVU for both preinstallation and postinstallation checks of your
cluster environment. CVU is especially useful during preinstallation and during
installation of Oracle Clusterware and Oracle RAC components to ensure that your
configuration meets the minimum installation requirements. Also use CVU to verify
your configuration after completing administrative tasks, such as node additions
and node deletions.

Oracle Cluster Registry Configuration Tool (OCRCONFIG): OCRCONFIG is a
command-line tool for OCR administration. You can also use the OCRCHECK and
OCRDUMP utilities to troubleshoot configuration problems that affect OCR.

Oracle Clusterware Control (CRSCTL): CRSCTL is a command-line tool that
you can use to manage Oracle Clusterware. Use CRSCTL for general clusterware
management, management of individual resources, configuration policies, and
server pools for non-database applications.

Oracle Clusterware 12c¢ introduces cluster-aware commands with which you can
perform operations from any node in the cluster on another node in the cluster, or
on all nodes in the cluster, depending on the operation.

You can use crsctl commands to monitor cluster resources (crsctl status
resour ce) and to monitor and manage servers and server pools other than server
pools that have names prefixed with ora. *, such as crsctl status server,
crsctl status serverpool,crsctl nodify serverpool,andcrsctl relocate
server. You can also manage Oracle High Availability Services on the entire
cluster (crsctl start | stop | enable | disable | config crs), using

the optional node-specific arguments -n or - al | . You also can use CRSCTL to
manage Oracle Clusterware on individual nodes (crsctl start | stop | enable
| disable | config crs).

Oracle Enterprise Manager: Oracle Enterprise Manager has both the Cloud
Control and Grid Control GUI interfaces for managing both single instance and
Oracle RAC database environments. It also has GUI interfaces to manage Oracle
Clusterware and all components configured in the Oracle Grid Infrastructure
installation. Oracle recommends that you use Oracle Enterprise Manager to
perform administrative tasks.

Oracle Interface Configuration Tool (OIFCFG): OIFCFG is a command-line tool
for both single-instance Oracle databases and Oracle RAC environments. Use
OIFCFG to allocate and deallocate network interfaces to components. You can
also use OIFCFG to direct components to use specific network interfaces and to
retrieve component configuration information.

Server Control (SRVCTL): SRVCTL is a command-line interface that you can
use to manage Oracle resources, such as databases, services, or listeners in the
cluster.
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< Note:

You can only use SRVCTL to manage server pools that have names
prefixed with ora. *.

Related Topics
e Oracle Autonomous Health Framework User's Guide

»  Cluster Verification Utility Reference
Learn about Cluster Verification Utility (CVU), and how to use it to prepare for
installations, patching, or other system changes.

e Oracle Clusterware Configuration and Administration
Configuring and administering Oracle Clusterware and its various components
involves managing applications and databases, and networking within a cluster.

*  Oracle Clusterware Control (CRSCTL) Utility Reference
e Oracle Interface Configuration Tool (OIFCFG) Command Reference

»  Server Control (SRVCTL) Command Reference
Use the Server Control (SRVCTL) utility to manage various components and
applications in your cluster.

Overview of Command Evaluation

ORACLE

You can use the Oracle Clusterware Control (CRSCTL) utility to evaluate what
(command evaluation) will happen and why (reasoned command evaluation) when you
use CRSCTL commands to manage servers, server pools, and policies within your
Oracle Clusterware environment without making any actual changes.

In addition to showing you consequences of a planned or unplanned event, command
evaluation is helpful in a policy-managed environment by validating any assumptions
you may have about Oracle Clusterware policy decisions. Reasoned command
evaluation expands on this by showing you why Oracle Clusterware performs a
particular action through verbose output of various CRSCTL commands.

Following is an example of what would happen if you removed a server from a server
pool:

$ crsctl eval delete server mjk-node2-3 -explain

Stage Goup 1:

1 E Server 'njk-node2-3'" is renoved from server pool 'spl'.
E Server pool 'spl' is belowthe MN SIZE value of 2 with 1
servers.
E Looking at other server pools to see whether M N_SIZE val ue
2 of
server pool 'spl' can be net.
E Scanning server pools with MN_SIZE or fewer servers in
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ascendi ng order of | MPORTANCE.

E Considering server pools (1IMPORTANCE): sp2(2) for suitable
servers.

E Considering server pool 'sp2' because its MN SIZE is 2 and

has 0 servers above M N S| ZE.
E Rel ocating server 'njk-node2-0' to server pool 'spl'.
Y Server 'njk-node2-3'" wll be remved frompools 'spl'.
Y Server 'njk-node2-0" will be noved frompools 'sp2' to
pool s 'spl'

The information contained in the preceding example is what a command evaluation
returns. Each action plan explains the attributes and criteria Oracle Clusterware used
to arrive at the final decision.

# Note:

CRSCTL can only evaluate third-party resources. Resources with the ora
prefix, such as ora. orcl . db, must be evaluated using SRVCTL commands.

Related Topics

e Command Evaluation APIs
You can use the command evaluation APIs to predict Oracle Clusterware's
response to a hypothetical planned or unplanned event.

e Oracle Clusterware Control (CRSCTL) Utility Reference

Overview of Cloning and Extending Oracle Clusterware in
Grid Environments

ORACLE

Cloning nodes is one method of creating new clusters. Use cloning to quickly create
several clusters of the same configuration.

The cloning process copies Oracle Clusterware software images to other nodes that
have similar hardware and software. Before using cloning, you must install an Oracle
Clusterware home successfully on at least one node using the instructions in your
platform-specific Oracle Clusterware installation guide.

For new installations, or if you must install on only one cluster, Oracle recommends
that you use the automated and interactive installation methods, such as Oracle
Universal Installer or the Provisioning Pack feature of Oracle Enterprise Manager.
These methods perform installation checks to ensure a successful installation. To add
or delete Oracle Clusterware to or from nodes in the cluster, use the gri dset up. sh
script.

Related Topics

e Cloning Oracle Clusterware
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* Adding and Deleting Cluster Nodes
Describes how to add nodes to an existing cluster, and how to delete nodes from
clusters.

Overview of the Oracle Clusterware High Availability
Framework and APIs

Oracle Clusterware provides many high availability application programming interfaces
called CLSCRS APIs that you use to enable Oracle Clusterware to manage
applications or processes that run in a cluster. The CLSCRS APIs enable you to
provide high availability for all of your applications.

You can define a VIP address for an application to enable users to access the
application independently of the node in the cluster on which the application is running.
This is referred to as the application VIP. You can define multiple application VIPs, with
generally one application VIP defined for each application running. The application VIP
is related to the application by making it dependent on the application resource defined
by Oracle Clusterware.

To maintain high availability, Oracle Clusterware components can respond to status
changes to restart applications and processes according to defined high availability
rules. You can use the Oracle Clusterware high availability framework by registering
your applications with Oracle Clusterware and configuring the clusterware to start,
stop, or relocate your application processes. That is, you can make custom
applications highly available by using Oracle Clusterware to create profiles that
monitor, relocate, and restart your applications.

Related Topics

* Oracle Clusterware C Application Program Interfaces

Overview of Cluster Time Management

ORACLE

The Cluster Time Synchronization Service (CTSS) can detect time synchronization
problems between nodes in the cluster.

CTSS is installed as part of Oracle Clusterware. It runs in observer mode if it detects

a time synchronization service (such as NTP or Chrony) or a time synchronization
service configuration, valid or broken, on the system. For example, if the et ¢/ nt p. conf
file exists on any node in the cluster, then CTSS runs in observer mode even if no time
synchronization software is running.

If CTSS detects that there is no time synchronization service or time synchronization
service configuration on any node in the cluster, then CTSS goes into active mode and
takes over time management for the cluster.

If CTSS is running in active mode while another, non-NTP, time synchronization
software is running, then you can change CTSS to run in observer mode by creating
a file called et ¢/ nt p. conf. CTSS puts an entry in the alert log about the change to
observer mode.

When nodes join the cluster, if CTSS is in active mode, then it compares the time
on those nodes to a reference clock located on one node in the cluster. If there is a
discrepancy between the two times and the discrepancy is within a certain stepping
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limit, then CTSS performs step time synchronization, which is to step the time, forward
or backward, of the nodes joining the cluster to synchronize them with the reference.

Clocks on nodes in the cluster become desynchronized with the reference clock (a
time CTSS uses as a basis and is on the first node started in the cluster) periodically
for various reasons. When this happens, CTSS performs slew time synchronization,
which is to speed up or slow down the system time on the nodes until they are
synchronized with the reference system time. In this time synchronization method,
CTSS does not adjust time backward, which guarantees monotonic increase of the
system time.

When Oracle Clusterware starts, if CTSS is running in active mode and the time
discrepancy is outside the stepping limit (the limit is 24 hours), then CTSS generates
an alert in the alert log, exits, and Oracle Clusterware startup fails. You must manually
adjust the time of the nodes joining the cluster to synchronize with the cluster, after
which Oracle Clusterware can start and CTSS can manage the time for the nodes.

When performing slew time synchronization, CTSS never runs time backward to
synchronize with the reference clock. CTSS periodically writes alerts to the alert
log containing information about how often it adjusts time on nodes to keep them
synchronized with the reference clock.

CTSS writes entries to the Oracle Clusterware alert log and sysl og when it:

» Detects a time change
» Detects significant time difference from the reference node
*  The mode switches from observer to active or vice versa

Having CTSS running to synchronize time in a cluster facilitates troubleshooting
Oracle Clusterware problems, because you will not have to factor in a time offset
for a sequence of events on different nodes.

Activating and Deactivating Cluster Time Management

ORACLE

You can activate CTSS to assume time management services for your cluster. You can
also deactivate it if you want to use a different cluster time synchronization service.

To activate CTSS in your cluster, you must stop and deconfigure the vendor time
synchronization service on all nodes in the cluster. CTSS detects when this happens
and assumes time management for the cluster.

For example, to deconfigure NTP, you must remove or rename the et ¢/ nt p. conf file.
Similarly, to deactivate CTSS in your cluster:

1. Configure the vendor time synchronization service on all nodes in the cluster.
CTSS detects this change and reverts back to observer mode.

2. Usethecrsctl check ctss command to ensure that CTSS is operating in
observer mode.

3. Start the vendor time synchronization service on all nodes in the cluster.

4. Usethecluvfy conp clocksync -n all command to verify that the vendor time
synchronization service is operating.

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide
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e crsctl check ctss

e cluvfy comp clocksync
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Oracle Clusterware Configuration and
Administration

Configuring and administering Oracle Clusterware and its various components
involves managing applications and databases, and networking within a cluster.

You can choose from one of two methods of configuring and administering clusters.
You can use the traditional, administrator-managed approach, where you administer
cluster resources and workloads manually, or you can invoke varying degrees of
automated administration using a policy-managed approach.

Administrator-managed clusters requires that you manually configure how the cluster
resources are deployed and where the workload is managed. Typically, this means
that must configure which database instances run on what cluster nodes, by
preference, and where those instances will restart in case of failures. By configuring
where the database instances reside, You configure the workloads across the cluster.

With policy-managed clusters, you configure the workloads to run in server pools,

for which you configure policy sets to direct how those workloads are managed in
each server pool. You manage the server pools and policy sets, leaving the details

of the database instance location and workload placement to the policies they have
instituted. In using this approach, you have the additional option of further automating
the management of the cluster by using Oracle Quality of Service Management
(Oracle QoS Management).

Role-Separated Management

ORACLE

Role-separated management is an approach to managing cluster resources and
workloads in a coordinated fashion in order to reduce the risks of resource conflicts
and shortages.

Role-separated management uses operating system security and role definitions,
and Oracle Clusterware access permissions to separate resource and workload
management according to the user’s role. This is particularly important for those
working in consolidated environments, where there is likely to be competition for
computing resources, and a degree of isolation is required for resource consumers
and management of those resources. By default, this feature is not implemented
during installation.

Configuring role-separated management consists of establishing the operating system
users and groups that will administer the cluster resources (such as databases),
according to the roles intended, adding the permissions on the cluster resources and
server pools through access control lists (ACLSs), as necessary. In addition, Oracle
Automatic Storage Management (Oracle ASM) provides the capability to extend these
role-separation constructs to the storage management functions.

Role-separated management principles apply equally to administrator-managed and
policy-managed systems. In the case of administrator-managed, you configure the
cluster resources and roles to manage them at the node level, while for policy-
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managed systems you configure the cluster resources and roles to manage them in
the server pools.

Role-separated management in Oracle Clusterware no longer depends on a cluster
administrator (although Oracle maintains backward compatibility). By default, the user
that installed Oracle Clusterware in the Oracle Grid Infrastructure home (Grid home)
and r oot are permanent cluster administrators. Primary group privileges (oi nstal | , by
default) enable database administrators to create databases in newly created server
pools using the Database Configuration Assistant (DBCA), but do not enable role
separation.

< Note:

Oracle recommends that you enable role separation before you create the
first server pool in the cluster. Create and manage server pools using
configuration policies and a respective policy set. Access permissions are
stored for each server pool in the ACL attribute, described in Table 3-1.

Related Topics

e Overview of Cluster Configuration Policies and the Policy Set
A cluster configuration policy is a document that contains exactly one definition
for each server pool managed by the cluster configuration policy set. A cluster
configuration policy set is a document that defines the names of all server pools
configured for the cluster and definitions for all policies.

Managing Cluster Administrators

You use an access control list (ACL) to define administrators for the cluster.

The ability to create server pools in a cluster is limited to the cluster administrators.

In prior releases, by default, every registered operating system user was considered a
cluster administrator and, if necessary, the default could be changed using crsct| add
| delete crs adninistrator commands. The use of these commands, however, is
deprecated in this release and, instead, you should use the ACL of the policy set to
control the ability to create server pools.

As a rule, to have permission to create a server pool or cluster resource, the operating
system user or an operating system group of which the user is a member must have
the read, write, and execute permissions set in the ACL attribute.

Configuring Role Separation

ORACLE

Role separation is the determination of the roles that are needed, the resources and
server pools that they will administer, and what their access privileges should be. After
you determine these, you then create or modify the operating system user accounts
for group privileges (such as oi nstal | or gri d), using the ACLs and the CRSCTL
utility.

The most basic case is to create two operating system users as part of the oi nst al |
group, then create the cluster, and two server pools. For each server pool, assign one
of the operating system users to administer that server pool and exclude anyone else
from all but read access to that server pool.
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This requires careful planning, and disciplined, detail-oriented execution, but you
can modify the configuration after implementation, to correct mistakes or make
adjustments over time.

# Note:

You cannot apply role separation technigues to ora.* resources (Oracle RAC
database resources). You can only apply these techniques to server pools
and user-defined cluster resources and types.

You create the server pools or resources under the root or gri d accounts. For the
designated operating system users to administer these server pools or resources, they
must then be given the correct permissions, enabling them to fulfill their roles.

Use the crsct| set permcommand to configure horizontal role separation using ACLs
that are assigned to server pools, resources, or both. The CRSCTL utility is located

in the path G'i d_home/ bi n, where Gri d_hone is the Oracle Grid Infrastructure for a
cluster home.

The command uses the following syntax, where the access control (ACL) string is
indicated by italics:

crsctl setperm{resource | type | serverpool} nane {-u acl _string |
-x acl _string | -o user_nanme | -g group_nane}

The flag options are:

e -u: Update the entity ACL

e -X: Delete the entity ACL

* -0: Change the entity owner

e -¢: Change the entity primary group

The ACL strings are:
{user:user_nane[:readPermwitePermexecPerni |

group: group_nane[ : readPer mwi t ePer nexecPernj |
other[::readPermaitePernexecPerni }

In the preceding syntax example:

e user: Designates the user ACL (access permissions granted to the designated
user)

» group: Designates the group ACL (permissions granted to the designated group
members)

» ot her: Designates the other ACL (access granted to users or groups not granted
particular access permissions)

e readperm Location of the read permission (r grants permission and "-" forbids
permission)

* witeperm Location of the write permission (w grants permission and "- " forbids
permission)
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e execperm Location of the execute permission (x grants permission, and "- " forbids
permission)

For example, to set permissions on a server pool called psft for the group per sonnel ,
where the administrative user has read/write/execute privileges, the members of the
per sonnel group have read/write privileges, and users outside of the group are
granted no access, enter the following command as the r oot user:

# crsctl setpermserverpool psft -u
user: personadmi n: rwx, gr oup: personnel : rw,
other::---

For cluster resources, to set permissions on an application (resource) called

MyPr ogr am(administered by Maynar d) for the group cr sadni n, where the administrative
user has read, write, and execute privileges, the members of the cr sadni n group

have read and execute privileges, and users outside of the group are granted only
read access (for status and configuration checks), enter the following command as
whichever user originally created the resource (r oot or gri d owner):

# crsctl setpermresource MyProgram -u user: Maynard:r-
X, group: crsadmn: rw,other:---:r--

Related Topics

¢ Oracle Clusterware Resource Reference

Configuring Oracle Grid Infrastructure Using Grid Setup

Wizard

ORACLE

Using the Configuration Wizard, you can configure a new Oracle Grid Infrastructure on
one or more nodes, or configure an upgraded Oracle Grid Infrastructure. You can also
run the Grid Setup Wizard in silent mode.

After performing a software-only installation of the Oracle Grid Infrastructure, you
can configure the software using Grid Setup Wizard. This Wizard performs various
validations of the Grid home and inputs before and after you run through the wizard.
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< Note:

»  Before running the Grid Setup Wizard, ensure that the Oracle Grid
Infrastructure home is current, with all necessary patches applied.

e To launch the Grid Setup Wizard in the subsequent procedures:

On Linux and UNIX, run the following command:

Oracl e_hone/ gri dSet up. sh

On Windows, run the following command:

Oracl e_hone\ gri dSet up. bat

Configuring a Single Node

You can configure a single node by using the Configuration Wizard.

To configure a single node:

1.

Start the Configuration Wizard, as follows:
$ Oracle_home/ gri dSet up. sh

On the Select Installation Option page, select Configure Oracle Grid
Infrastructure for a Cluster.

On the Cluster Node Information page, select only the local node and
corresponding VIP name.

Continue adding your information on the remaining wizard pages.
Review your inputs on the Summary page and click Finish.

Run the r oot . sh script as instructed by the Configuration Wizard.

Configuring Multiple Nodes

You can use the Configuration Wizard to configure multiple nodes in a cluster.

ORACLE

It is not necessary that Oracle Grid Infrastructure software be installed on nodes you
want to configure using the Configuration Wizard.

¢ Note:
Before you launch the Configuration Wizard, ensure the following:

While software is not required to be installed on all nodes, if it is installed,
then the software must be installed in the same Gri d_hone path and be at
the identical level on all the nodes.

To use the Configuration Wizard to configure multiple nodes:
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Start the Configuration Wizard, as follows:
$ Oracle_home/ gri dSet up. sh

On the Select Installation Option page, select Configure Oracle Grid
Infrastructure for a Cluster.

On the Cluster Node Information page, select the nodes you want to configure and
their corresponding VIP names. The Configuration Wizard validates the nodes you
select to ensure that they are ready.

Continue adding your information on the remaining wizard pages.
Review your inputs on the Summary page and click Finish.

Run the r oot . sh script as instructed by the Configuration Wizard.

Upgrading Oracle Grid Infrastructure

You use the Grid Setup Wizard to upgrade a cluster’s Oracle Grid Infrastructure.

To use upgrade Oracle Grid Infrastructure for a cluster:

1.

Start the Grid Setup Wizard:

$ Oracle_home/ gri dSet up. sh
On the Select Installation Option page, select Upgrade Oracle Grid
Infrastructure.

On the Oracle Grid Infrastructure Node Selection page, review the nodes you want
to upgrade. Additionally, you can choose not to upgrade nodes that are down.

Continue adding your information on the remaining wizard pages.
Review your inputs on the Summary page and click Finish.

Run the r oot upgr ade. sh script as instructed by the Configuration Wizard.

Related Topics

Oracle Database Installation Guide

¢ See Also:

Oracle Database Installation Guide for your platform for Oracle Restart
procedures

Running the Configuration Wizard in Silent Mode

You can run the Configuration Wizard in silent mode by specifying the —silent
parameter.

To use the Configuration Wizard in silent mode to configure or upgrade nodes:

ORACLE
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1. Start the Configuration Wizard from the command line, as follows:

$ $ORACLE HOME/ gri dSetup.sh -silent -responseFile file_name

The Configuration Wizard validates the response file and proceeds with the
configuration. If any of the inputs in the response file are found to be invalid, then
the Configuration Wizard displays an error and exits.

2. Runtheroot and Gid_home/gri dSetup -executeConfigTool s scripts as
prompted.

Moving and Patching an Oracle Grid Infrastructure Home

You use the Grid Setup Wizard to move and patch an Oracle Grid Infrastructure home.

The Oracle Installer script gri dSet up. sh supports a new switch - swi t chG i dHone
for this purpose. This feature enables you to move and patch an Oracle Grid
Infrastructure home to a newer or same patch level.

# See Also:

e Oracle Grid Infrastructure Installation and Upgrade Guide for Linux for
information about switching the Oracle Grid Infrastructure home after
patching

Server Weight-Based Node Eviction

ORACLE

You can configure the Oracle Clusterware failure recovery mechanism to choose
which cluster nodes to terminate or evict in the event of a private network (cluster
interconnect) failure.

In a split-brain situation, where a cluster experiences a network split, partitioning
the cluster into disjoint cohorts, Oracle Clusterware applies certain rules to select
the surviving cohort, potentially evicting a node that is running a critical, singleton
resource.

You can affect the outcome of these decisions by adding value to a database instance
or node so that, when Oracle Clusterware must decide whether to evict or terminate,
it will consider these factors and attempt to ensure that all critical components remain
available. You can configure weighting functions to add weight to critical components
in your cluster, giving Oracle Clusterware added input when deciding which nodes to
evict when resolving a split-brain situation.

You may want to ensure that specific nodes survive the tie-breaking process, perhaps
because of certain hardware characteristics, or that certain resources survive, perhaps
because of particular databases or services. You can assign weight to particular
nodes, resources, or services, based on the following criteria:

* You can assign weight only to administrator-managed nodes.

* You can assign weight to servers or applications that are registered Oracle
Clusterware resources.
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Weight contributes to importance of the component and influences the choice that
Oracle Clusterware makes when managing a split-brain situation. With other critical
factors being equal between the various cohorts, Oracle Clusterware chooses the
heaviest cohort to survive.

You can assign weight to various components, as follows:

e To assign weight to database instances or services, you use the -css_criti cal
yes parameter with the srvct| add dat abase orsrvct!l add servi ce commands
when adding a database instance or service. You can also use the parameter with
the srvctl nodify database and srvct! nodify servi ce commands.

» To assign weight to non ora.* resources, use the -attr "CSS _CRI TI CAL=yes"
parameter with the crsct| add resource and crsctl nodify resource
commands when you are adding or modifying resources.

e To assign weight to a server, use the -css_critical yes parameter with the
crsctl set server command.

¢ Note:

* You must restart the Oracle Clusterware stack on the node for the values
to take effect. This does not apply to resources where the changes take
effect without having to restart the resource.

* If you change the environment from administrator managed to policy
managed, or a mixture of the two, any weight that you have assigned
is stored, but is not considered, meaning that it will no longer apply or
be considered unless and until you reconfigure the cluster back to being
administrator managed.

Overview of Oracle Database Quality of Service
Management

ORACLE

Oracle Database Quality of Service Management (Oracle Database QoS
Management) is an automated, policy-based product that monitors the workload
requests for an entire system.

Oracle Database QoS Management manages the resources that are shared across
applications, and adjusts the system configuration to keep the applications running at
the performance levels needed by your business. Oracle Database QoS Management
responds gracefully to changes in system configuration and demand, thus avoiding
additional oscillations in the performance levels of your applications.

Oracle Database QoS Management monitors and manages Oracle RAC database
workload performance objectives by identifying bottlenecked resources impacting
these objectives, and both recommending and taking actions to restore performance.
Administrator-managed deployments bind database instances to nodes but policy-
managed deployments do not, so the Oracle Database QoS Management server pool
size resource control is only available for the latter. All other resource management
controls are available for both deployments.
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Oracle Database QoS Management supports administrator-managed Oracle RAC and
Oracle RAC One Node databases with its Measure-Only, Monitor, and Management
modes. This enables schema consolidation support within an administrator-managed
Oracle RAC database by adjusting the CPU shares of performance classes running

in the database. Additionally, database consolidation is supported by adjusting CPU
counts for databases hosted on the same physical servers.

Because administrator-managed databases do not run in server pools, the ability to
expand or shrink the number of instances by changing the server pool size that is
supported in policy-managed database deployments is not available for administrator-
managed databases. This new deployment support is integrated into the Oracle QoS
Management pages in Oracle Enterprise Manager Cloud Control.

Overview of Grid Naming Service

Oracle Clusterware uses Grid Naming Service (GNS) for address resolution in a
single-cluster or multi-cluster environment. You can configure your clusters with a
single, primary GNS instance, and you can also configure one or more secondary
GNS instances with different roles to provide high availability address lookup and other
services to clients.

¢ Network Administration Tasks for GNS and GNS Virtual IP Address

e Understanding Grid Naming Service Configuration Options

Network Administration Tasks for GNS and GNS Virtual IP Address

To implement GNS, your network administrator must configure the DNS to set up a
domain for the cluster, and delegate resolution of that domain to the GNS VIP. You can
use a separate domain, or you can create a subdomain of an existing domain for the
cluster.

GNS distinguishes between nodes by using cluster names and individual node
identifiers as part of the host name for that cluster node, so that cluster node 123
in cluster A is distinguishable from cluster node 123 in cluster B.

However, if you configure host names manually, then the subdomain you
delegate to GNS should have no subdomains. For example, if you delegate the
subdomain nydonai n. exanpl e. comto GNS for resolution, then there should be no
ot her. nydomai n. exanpl e. comdomains. Oracle recommends that you delegate a
subdomain to GNS that is used by GNS exclusively.

# Note:

You can use GNS without DNS delegation in configurations where static
addressing is being done, such as in Oracle Flex ASM or Oracle Flex
Clusters. However, GNS requires a domain be delegated to it if addresses
are assigned using DHCP.

Example 2-1 shows DNS entries required to delegate a domain called
mycl ust er gns. exanpl e. comto a GNS VIP address 10. 9. 8. 7.
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The GNS daemon and the GNS VIP run on one node in the server cluster. The GNS
daemon listens on the GNS VIP using port 53 for DNS requests. Oracle Clusterware
manages the GNS daemon and the GNS VIP to ensure that they are always available.
If the server on which the GNS daemon is running fails, then Oracle Clusterware fails
over the GNS daemon and the GNS VIP to a surviving cluster member node. If the
cluster is an Oracle Flex Cluster configuration, then Oracle Clusterware fails over the
GNS daemon and the GNS VIP to a Hub Node.

# Note:

Oracle Clusterware does not fail over GNS addresses to different clusters.
Failovers occur only to members of the same cluster.

Example 2-1 DNS Entries

# Del egate to gns on nycluster

nmycl ust er. exanpl e. com NS nycl ust er gns. exanpl e. com
#Let the world know to go to the GNS vip

nmycl ust ergns. exanpl e.com 10.9.8.7

Related Topics
*  Oracle Grid Infrastructure Installation and Upgrade Guide

e Oracle Flex Clusters
An Oracle Flex Cluster scales Oracle Clusterware to large numbers of nodes.

Understanding Grid Naming Service Configuration Options

GNS can run in either automatic or standard cluster address configuration mode.
Automatic configuration uses either the Dynamic Host Configuration Protocol (DHCP)
for IPv4 addresses or the Stateless Address Autoconfiguration Protocol (autoconfig)
(RFC 2462 and RFC 4862) for IPv6 addresses.

This section includes the following topics:

» Highly-Available Grid Naming Service

* Automatic Configuration Option for Addresses
e  Static Configuration Option for Addresses

» Shared GNS Option for Addresses

Highly-Available Grid Naming Service

ORACLE

Highly-available GNS consists of one primary GNS instance and zero or more
secondary GNS instances.

The primary GNS instance services all updates from the clients, while both the
primary and the secondary GNS instances process the lookup queries. Additionally,
the secondary GNS instances act as backup for the primary GNS instance. Secondary
GNS instances can be promoted to the primary role whenever an existing primary
GNS instance fails or is removed by the cluster administrator.
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Further, highly-available GNS provides fault tolerance by taking data backup on
secondary GNS instance using zone transfer. Secondary GNS instances get a copy of
data from the primary GNS instance during installation. Thereafter, any update on the
primary GNS instance gets replicated to the secondary GNS instances.

The primary GNS instance manages zone data and holds all records on the delegated
domain. It stores the zone data and its change history in the Oracle Cluster Registry
(OCR). Updating the zone data on a secondary GNS instance involves a zone
transfer, which can be one of two methods:

e Full zone transfer: The primary GNS instance replicates all zone data to the
secondary GNS instances.

* Incremental zone transfer: The primary GNS instance only replicates the
changed data to secondary GNS instances. GNS uses this transfer mechanism
for the following scenarios:

— When there is an update to the zone data in the primary GNS instance,
the instance notifies the secondary instances to initiate a data transfer. The
secondary GNS instances will ask for a data transfer only if the serial number
of the data in OCR of the primary GNS instance is greater than that of the data
of the secondary GNS instances.

— When the refresh time of a secondary GNS instance expires, the instance
sends a query containing its data serial number to the primary GNS instance.
If the serial number of the secondary GNS instance is less than that of the
primary GNS instance, then GNS initiates a zone transfer.

# Note:

Refresh time must be long enough to reduce the load on the primary
GNS instance so that answering a secondary GNS instance does
not prevent the primary instance from being able to function. Default
refresh time is one hour but the cluster administrator can change this
value based on cluster size.

You must configure a primary GNS instance before you configure any secondary.
Once you successfully configure a primary GNS instance, you export client data
for clients and secondary GNS instances. You provide exported client data when
you configure secondary GNS instances. All secondary GNS instances register
themselves with the primary GNS instance and get a copy of zone data. Secondary
GNS instances contact the primary GNS instance for data updates using the zone
transfer mechanism, when either the refresh time of the secondary GNS instance
expires or in response to a notification.

Related Topics

»  Configuring Highly-Available GNS
Configuring highly-available GNS involves configuring primary and secondary
GNS instances. You can configure GNS during installation of Oracle Clusterware
using Oracle Universal Installer but you can only configure highly-available GNS
after you install Oracle Clusterware because you can only configure a secondary
GNS instance after you install Oracle Clusterware.

* Removing Primary and Secondary GNS Instances
You can remove primary and secondary GNS instances from a cluster.
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Automatic Configuration Option for Addresses

With automatic configurations, a DNS administrator delegates a domain on the DNS to
be resolved through the GNS subdomain. During installation, Oracle Universal Installer
assigns names for each cluster member node interface designated for Oracle Grid
Infrastructure use during installation or configuration. SCANs and all other cluster
names and addresses are resolved within the cluster, rather than on the DNS.

Automatic configuration occurs in one of the following ways:

e For IPv4 addresses, Oracle Clusterware assigns unique identifiers for each cluster
member node interface allocated for Oracle Grid Infrastructure, and generates
names using these identifiers within the subdomain delegated to GNS. A DHCP
server assigns addresses to these interfaces, and GNS maintains address and
name associations with the IPv4 addresses leased from the IPv4 DHCP pool.

e For IPv6 addresses, Oracle Clusterware automatically generates addresses with
autoconfig.

Static Configuration Option for Addresses

With static configurations, no subdomain is delegated. A DNS administrator configures
the GNS VIP to resolve to a name and address configured on the DNS, and a DNS
administrator configures a SCAN name to resolve to three static addresses for the
cluster.

A DNS administrator also configures a static public IP name and address, and virtual
IP name and address for each cluster member node. A DNS administrator must also
configure new public and virtual IP names and addresses for each node added to the
cluster. All names and addresses are resolved by DNS.

GNS without subdomain delegation using static VIP addresses and SCANs enables
Oracle Flex Cluster and CloudFS features that require name resolution information
within the cluster. However, any node additions or changes must be carried out as
manual administration tasks.

Shared GNS Option for Addresses

ORACLE

With dynamic configurations, you can configure GNS to provide name resolution for
one cluster, or to advertise resolution for multiple clusters, so that a single GNS
instance can perform name resolution for multiple registered clusters. This option is
called shared GNS.

Shared GNS provides the same services as standard GNS, and appears the same to
clients receiving name resolution. The difference is that the GNS daemon running on
one cluster is configured to provide name resolution for all clusters in domains that are
delegated to GNS for resolution, and GNS can be centrally managed using SRVCTL
commands. You can use shared GNS configuration to minimize network administration
tasks across the enterprise for Oracle Grid Infrastructure clusters.

You cannot use the static address configuration option for a cluster providing shared
GNS to resolve addresses in a multi-cluster environment. Shared GNS requires
automatic address configuration, either through addresses assigned by DHCP, or by
IPv6 stateless address autoconfiguration.
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< Note:

All of the node names in a set of clusters served by GNS must be unique.

Oracle Universal Installer enables you to configure static addresses with GNS for
shared GNS clients or servers, with GNS used for discovery.

Administering Grid Naming Service

Use SRVCTL to administer Grid Naming Service (GNS) in both single-cluster and
multi-cluster environments.

< Note:

The GNS server and client must run on computers using the same operating
system and processor architecture. Oracle does not support running GNS on
computers with different operating systems, processor architectures, or both.

This section includes the following topics:

»  Configuring Highly-Available GNS

*  Removing Primary and Secondary GNS Instances

e Starting and Stopping GNS with SRVCTL

e Converting Clusters to GNS Server or GNS Client Clusters

* Moving GNS to Another Cluster

e Changing the GNS Subdomain when Moving from IPv4 to IPv6 Network

* Rolling Conversion from DNS to GNS Cluster Name Resolution

Configuring Highly-Available GNS

ORACLE

Configuring highly-available GNS involves configuring primary and secondary GNS
instances. You can configure GNS during installation of Oracle Clusterware using
Oracle Universal Installer but you can only configure highly-available GNS after you
install Oracle Clusterware because you can only configure a secondary GNS instance
after you install Oracle Clusterware.

Highly-available GNS provides the ability to run multiple GNS instances in multi-cluster
environment with different roles. There will be one primary GNS instance and zero

or more secondary instances. The primary instance manages update and resolution
operations. However, the secondary instance only manages resolution operations. If
you choose to use secondary GNS instances, then you must first configure a primary
GNS instance or change the existing GNS in a shared GNS environment to a primary
GNS instance.

2-13



Chapter 2
Administering Grid Naming Service

1. As the cluster administrator, configure the primary GNS instance on any node in
an existing cluster, as follows:

# srvctl add gns -vip gns_vip -domain gns_subdonai n

2. Start the primary GNS instance, as follows:

# srvctl start gns

There can be only one primary GNS instance in a multi-cluster environment. If
GNS detects more than one primary GNS instance, then it will abort the start
command. You can then configure this instance as a secondary GNS instance, as
described in step 5.

3. Create client data for the secondary GNS instances, as follows

# srvctl export gns -clientdata file_nane -role secondary

GNS stores this zone data information in OCR and updates secondary GNS
instances once they are configured.

4. Copy the client data file you created in the preceding step to the secondary GNS
instance.

5. Configure the secondary GNS instance, as follows:
# srvctl add gns -vip gns_vip -clientdata file_nanme
6. Start the secondary GNS instance, as follows:

# srvctl start gns

Once you successfully configure and start a secondary GNS instance, it queries
the primary GNS instance for the zone data.

Removing Primary and Secondary GNS Instances

You can remove primary and secondary GNS instances from a cluster.

You cannot remove a primary GNS instance until you configure another primary GNS
instance. If you remove a primary GNS instance before you have another one to
replace it, then GNS will not function.

As the cluster administrator, select a secondary GNS instance and promote it to
primary, as follows:

# srvctl modify gns -role prinmary

1. Depending on whether you are removing a primary or secondary GNS instance,
stop the instance, as follows:

# srvctl stop gns
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2. Remove the instance, as follows:

# srvctl renove gns

" Note:

A DNS administrator can delete the instance's name server and A/AAAA
record entries from the DNS zone data, so that the client will not attempt
to query an instance which is no longer available.

Starting and Stopping GNS with SRVCTL

You use the srvctl command to start and stop GNS.

Start and stop GNS on the server cluster by running the following commands as r oot ,
respectively:

# srvctl start gns
# srvctl stop gns

# Note:

You cannot start or stop GNS on a client cluster.

Converting Clusters to GNS Server or GNS Client Clusters

You can convert clusters that are not running GNS into GNS server or client clusters,
and you can change GNS cluster type configurations for server and client clusters.

This section includes the following cluster conversion scenarios:

* Converting a Non-GNS Cluster to a GNS Server Cluster
*  Converting a Non-GNS Cluster to a Client Cluster
* Converting a Single Cluster Running GNS to a Server Cluster

» Converting a Single Cluster Running GNS to be a GNS Client Cluster

Converting a Non-GNS Cluster to a GNS Server Cluster

You can use the srvctl commandto convert a cluster that is not running GNS to a GNS
server cluster.

1. Add GNS to the cluster by running the following command as r oot , providing a
valid IP address and a domain:

# srvctl add gns -vip | P_address -domain donain
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2. Start the GNS instance:

# srvctl start gns -node node_nane

" Note:

e Specifying a domain is not required when adding a GNS VIP.

e The IP address you specify cannot currently be used by another GNS
instance.

e The configured cluster must have DNS delegation for it to be a GNS
server cluster.

Converting a Non-GNS Cluster to a Client Cluster

To convert a cluster that is not running GNS to a client cluster, you must import the
credentials file from the server cluster.

Convert a cluster that is not running GNS to a GNS client cluster, as follows:

1. Run the following command in the server cluster to export the GNS instance client
data configuration to a file:

$ srvctl export gns -clientdata path_to file -role client

You must specify the fully-qualified path to the file.

< Note:

You can use the GNS configuration Client Data file you generate with
Oracle Universal Installer as an input file for creating shared GNS
clients.

2. Import the file you created in the preceding step on a node in the cluster to make
that cluster a client cluster by running the following command, as r oot :

# srvctl add gns -clientdata path_to file

¢ Note:

You must copy the file containing the GNS data from the server cluster to
a node in the cluster where you run this command.
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Change the SCAN name, as follows:

$ srvctl nodify scan -scannane
scan_nane. client _cluster_nane. server GNS subdonai n

Converting a Single Cluster Running GNS to a Server Cluster

You do not need to do anything to convert a single cluster running GNS to be a GNS
server cluster. It is automatically considered to be a server cluster when a client cluster
is added.

Converting a Single Cluster Running GNS to be a GNS Client Cluster

ORACLE

You can use the srvctl command to convert a single cluster running GNS to GNC
client cluster. Because it is necessary to stay connected to the current GNS during this
conversion process, the procedure is more involved than that of converting a single
cluster to a server cluster.

To convert a single cluster running GNS to a GNS client cluster:

1.

Run the following command in the server cluster to export the GNS client
information to a file:

$ srvctl export gns -clientdata path to client data file

You must specify the fully-qualified path to the file.

Stop GNS on the cluster you want to convert to a client cluster.

# srvctl stop gns

< Note:

While the conversion is in progress, name resolution using GNS will be
unavailable.

Run the following command in the server cluster to export the GNS instance:

$ srvctl export gns -instance path_to_file
You must specify the fully-qualified path to the file.

Run the following command as r oot in the server cluster to import the GNS
instance file:

# srvctl inport gns -instance path_to file

You must specify the fully-qualified path to the file.
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5. Run the following command as r oot on the node where you imported the GNS
instance file to start the GNS instance:

# srvctl start gns

By not specifying the name of the node on which you want to start the GNS
instance, the instance will start on a random node.

6. Remove GNS from the GNS client cluster using the following command:
# srvctl renove gns
7. Make the former cluster a client cluster, as follows:

# srvctl add gns -clientdata path to client data file

# Note:

You must copy the file containing the GNS data from the server cluster to
a node in the cluster where you run this command.

8. Modify the SCAN in the GNS client cluster to use the GNS subdomain qualified
with the client cluster name, as follows:

$ srvctl nodify scan -scannane scan_nane. gns_domain

In the preceding command, gns_donai n is in the form
client _cluster name. server GNS subdonain

Moving GNS to Another Cluster

If it becomes necessary to make another cluster the GNS server cluster, either
because a cluster failure, or because of an administration plan, then you can move
GNS to another cluster with the srvctl command.

# Note:

This procedure requires server cluster and client cluster downtime.
Additionally, you must import GNS client data from the new server cluster
to any Oracle Flex ASM and Fleet Patching and Provisioning Servers and
Clients.

To move GNS to another cluster:
1. Stop the GNS instance on the current server cluster.

# srvctl stop gns

2. Export the GNS instance configuration to a file.
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# srvctl export gns -instance path_to file

Specify the fully-qualified path to the file.

3. Remove the GNS configuration from the former server cluster.
# srvctl remove gns

4. Add GNS to the new cluster.

# srvct!l add gns -domain domai n_nane -vip vip_nane

Alternatively, you can specify an IP address for the VIP.

5. Configure the GNS instance in the new server cluster using the instance
information stored in the file you created in step 2, by importing the file, as follows:

# srvctl inmport gns -instance path_to file

# Note:

The file containing the GNS data from the former server cluster must
reside on the node in the cluster where you run the srvct!| inport gns
command.

6. Start the GNS instance in the new server cluster.

# srvctl start gns

Changing the GNS Subdomain when Moving from IPv4 to IPv6

Network

ORACLE

When you move from an IPv4 network to an IPv6 network, you must change the GNS
subdomain.

To change the GNS subdomain, you must add an IPv6 network, update the GNS
domain, and update the SCAN, as follows:

1. Add an IPv6 subnet using the srvct| nodi fy network command, as follows:

$ srvctl nodify network -subnet ipv6_subnet/ipv6 prefix_length[/
interface] -nettype autoconfig

2. Update the GNS domain, as follows:

$ srvctl stop gns -force

$ srvctl stop scan -force

$ srvctl renove gns -force

$ srvctl add gns -vip gns_vip -domain gns_subdomain
$ srvctl start gns

3. Update the SCAN name with a new domain, as follows:

$ srvctl renove scan -force
$ srvctl add scan -scannane new _donain
$ srvctl start scan
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4. Convert the network IP type from IPv4 to both IPv4 DHCP and IPv6 autoconfig, as
follows:

$ srvctl nodify network -iptype both

5. Transition the network from using both protocols to using only IPv6 autoconfig, as
follows:

$ srvctl nodify network -iptype ipvé

Rolling Conversion from DNS to GNS Cluster Name Resolution

ORACLE

You can convert Oracle Grid Infrastructure cluster networks using DNS for name
resolution to cluster networks using Grid Naming Service (GNS) obtaining name
resolution through GNS.

Use the following procedure to convert from a standard DNS name resolution network
to a GNS name resolution network, with no downtime:

1. Login as the Grid user (gri d), and use the following Cluster Verification Utility
to check the status for moving the cluster to GNS, where nodel i st is a comma-
delimited list of cluster member nodes:

$ cluvfy stage -pre crsinst -n nodelist
2. Asthe Grid user, check the integrity of the GNS configuration using the following

commands, where domai n is the domain delegated to GNS for resolution, and
gns_vi p is the GNS VIP:

$ cluvfy conp gns -precrsinst -domain domain -vip gns_vip

3. Loginasroot, and use the following SRVCTL command to configure the GNS
resource, where domai n_nane is the domain that your network administrator has
configured your DNS to delegate for resolution to GNS, and i p_addr ess is the IP
address on which GNS listens for DNS requests:
# srvctl add gns -donain donmain_name -vip ip_address

4. Use the following command to start GNS:
# srvctl start gns

GNS starts and registers VIP and SCAN names.

5. Asroot, use the following command to change the network CRS resource to
support a mixed mode of static and DHCP network addresses:

# srvctl nodify network -nettype M XED

The necessary VIP addresses are obtained from the DHCP server, and brought
up.

2-20



Chapter 2
Node Failure Isolation

6. As the Grid user, enter the following command to ensure that Oracle Clusterware
is using the new GNS, dynamic addresses, and listener end points:

cluvfy stage -post crsinst -n all

7. After the verification succeeds, change the remote endpoints that previously used
the SCAN or VIPs resolved through the DNS to use the SCAN and VIPs resolved
through GNS.

For each client using a SCAN, change the SCAN that the client uses so that the
client uses the SCAN in the domain delegated to GNS.

For each client using VIP names, change the VIP name on each client so that
they use the same server VIP name, but with the domain name in the domain
delegated to GNS.

8. Enter the following command as r oot to update the system with the SCAN name
in the GNS subdomain:

# srvctl modify scan -scanname scan_nane. gns_domnai n

In the preceding command syntax, gns_domai n is the domain name you entered in
step 3 of this procedure.

9. Disable the static addresses once all clients are using the dynamic addresses, as
follows:

$ srvct! nodify network -nettype DHCP

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide

Node Failure Isolation

ORACLE

Failure isolation is a process by which a failed node is isolated from the rest of the
cluster to prevent the failed node from corrupting data.

When a node fails, isolating it involves an external mechanism capable of restarting
a problem node without cooperation either from Oracle Clusterware or from the
operating system running on that node. To provide this capability, Oracle Clusterware
12c supports the Intelligent Platform Management Interface specification (IPMI)

(also known as Baseboard Management Controller (BMC)), an industry-standard
management protocol.

Typically, you configure failure isolation using IPMI during Oracle Grid Infrastructure
installation, when you are provided with the option of configuring IPMI from the Failure
Isolation Support screen. If you do not configure IPMI during installation, then you can
configure it after installation using the Oracle Clusterware Control utility (CRSCTL), as
described in a subsequent sectioin.

To use IPMI for failure isolation, each cluster member node must be equipped with
an IPMI device running firmware compatible with IPMI version 1.5, which supports
IPMI over a local area network (LAN). In addition to BMC, i pni uti| must be
installed on each node. The i pni uti | utility is not distributed with the Oracle Grid
Infrastructure installation and must be downloaded. You can download i pmi uti |
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fromipmutil.sourceforge. net or other repositories. Running i pmi util displays the
version number, in addition to a version number display from the help prompt.

To support dynamic IP address assignment for IPMI using DHCP, the Cluster
Synchronization Services daemon requires direct communication with the local IPMI
device during Cluster Synchronization Services startup to obtain the IP address of the
IPMI device. (This is not true for HP-UX and Solaris platforms, however, which require
that the IPMI device be assigned a static IP address.) This is accomplished using an
IPMI probe command (OSD), which communicates with the IPMI device through an
IPMI driver, which you must install on each cluster system.

If you assign a static IP address to the IPMI device, then the IPMI driver is not strictly
required by the Cluster Synchronization Services daemon. The driver is required,
however, to use i pnitool oripniutil to configure the IPMI device but you can also
do this with management consoles on some platforms.

Related Topics

* Post-installation Configuration of IPMI-based Failure Isolation Using CRSCTL
You use the crsctl command to configure IPMI-based failure isolation, after
installing Oracle Clusterware. You can also use this command to modify or remove
the IPMI configuration.

Server Hardware Configuration for IPMI

You must first install the i pmi uti | binary, install and enable the IPMI driver, and
configure the IPMI device, as described in the Oracle Grid Infrastructure Installation
and Upgrade Guide for your platform.

Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Post-installation Configuration of IPMI-based Failure Isolation Using
CRSCTL

You use the crsctl command to configure IPMI-based failure isolation, after installing
Oracle Clusterware. You can also use this command to modify or remove the IPMI
configuration.

This is described in the following topics:

e |PMI Postinstallation Configuration with Oracle Clusterware
e Modifying IPMI Configuration Using CRSCTL
¢ Removing IPMI Configuration Using CRSCTL

IPMI Post-installation Configuration with Oracle Clusterware

After you install the i pmi uti| binary, install and enable the IPMI driver, configure
the IPMI device, and complete the server configuration, you can use the CRSCTL
command to complete IPMI configuration.

Before you started the installation, you installed the i pmi uti| binary, installed and
enabled the IPMI driver in the server operating system, and configured the IPMI
hardware on each node (IP address mode, admin credentials, and so on), as
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described in Oracle Grid Infrastructure Installation Guide. When you install Oracle
Clusterware, the installer collects the IPMI administrator user ID and password, and
stores them in an Oracle Wallet in node-local storage, in OLR.

After you complete the server configuration, complete the following procedure on each
cluster node to register IPMI administrators and passwords on the nodes.

" Note:

If IPMI is configured to obtain its IP address using DHCP, it may be
necessary to reset IPMI or restart the node to cause it to obtain an address.

1. Start Oracle Clusterware, which allows it to obtain the current IP address from
IPMI. This confirms the ability of the clusterware to communicate with IPMI, which
is necessary at startup.

If Oracle Clusterware was running before IPMI was configured, you can shut
Oracle Clusterware down and restart it. Alternatively, you can use the IPMI
management utility to obtain the IPMI IP address and then use CRSCTL to store
the IP address in OLR by running a command similar to the following:

crsctl set css ipmaddr 192.168. 10. 45

2. Use CRSCTL to store the previously established user ID and password for the
resident IPMI in OLR by running the crsct| set css i pm adni n command, and
supplying password at the prompt. For example:

crsctl set css ipmadmn adm nistrator_nane
| PM BMC password: password

This command validates the supplied credentials and fails if another cluster node
cannot access the local IPMI using them.

After you complete hardware and operating system configuration, and register the
IPMI administrator on Oracle Clusterware, IPMI-based failure isolation should be
fully functional.

Before you start the installation, you must download and install i pmi uti| on each
node in the cluster, install and enable the IPMI driver in the server operating
system, and configure the IPMI hardware on each node (IP address mode, admin
credentials, and so on), as described in Oracle Grid Infrastructure Installation
Guide. When you install Oracle Clusterware, the installer collects the IPMI
administrator user ID and password, and stores them in an Oracle Wallet in node-
local storage, in OLR.

Modifying IPMI Configuration Using CRSCTL

ORACLE

You may need to modify an existing IPMI-based failure isolation configuration to
change IPMI passwords, or to configure IPMI for failure isolation in an existing
installation. You may also need to modify the path to the i pmi util binary file.

You use CRSCTL with the IPMI configuration tool appropriate to your platform to
accomplish these modifications.
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For example, to change the administrator password for IPMI, you must first modify the
IPMI configuration as described in Oracle Grid Infrastructure Installation and Upgrade
Guide, and then use CRSCTL to change the password in OLR.

The configuration data needed by Oracle Clusterware for IPMI is kept in an Oracle
Wallet in OCR. Because the configuration information is kept in a secure store, it must
be written by the Oracle Clusterware installation owner account (the Grid user), so you
must log in as that installation user.

Use the following procedure to modify an existing IPMI configuration:

1. Enterthecrsctl set css ipmadnmin adninistrator_name command. For
example, with the user | PM adm

$ crsctl set css ipmiadnin | PMadm

Provide the administrator password. Oracle Clusterware stores the administrator
name and password for the local IPMI in OLR.

After storing the new credentials, Oracle Clusterware can retrieve the new
credentials and distribute them as required.

2. Enterthe crsctl set css ipmaddr bnc_i p_address command. For example:

$ crsctl set css ipmiaddr 192.0.2.244

This command stores the new IPMI IP address of the local IPMI in OLR, After
storing the IP address, Oracle Clusterware can retrieve the new configuration and
distribute it as required.

3. Enterthe crsctl get css ipm addr command. For example:

$ crsctl get css ipmiaddr

This command retrieves the IP address for the local IPMI from OLR and displays it
on the console.

4. Remove the IPMI configuration information for the local IPMI from OLR and delete
the registry entry, as follows:

$ crsctl unset css ipniconfig

Related Topics
*  Oracle Grid Infrastructure Installation and Upgrade Guide

e Oracle RAC Environment CRSCTL Commands
You can use the following commands only in an Oracle RAC environment.
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Removing IPMI Configuration Using CRSCTL

You can remove an IPMI configuration from a cluster using CRSCTL if you want to
stop using IPMI completely or if IPMI was initially configured by someone other than
the user that installed Oracle Clusterware.

If the latter is true, then Oracle Clusterware cannot access the IPMI configuration data
and IPMI is not usable by the Oracle Clusterware software, and you must reconfigure
IPMI as the user that installed Oracle Clusterware.

To completely remove IPMI, perform the following steps. To reconfigure IPMI as the
user that installed Oracle Clusterware, perform steps 3 and 4, then repeat steps 2 and
3 in the previous section.

1. Disable the IPMI driver and eliminate the boot-time installation, as follows:

/ sbi n/ modpr obe -r

2. Disable IPMI-over-LAN for the local IPMI using either i pri t ool oripmiutil,
to prevent access over the LAN or change the IPMI administrator user ID and
password.

3. Ensure that Oracle Clusterware is running and then use CRSCTL to remove the
IPMI configuration data from OLR by running the following command:

$ crsctl unset css ipmconfig

4. Restart Oracle Clusterware so that it runs without the IPMI configuration by
running the following commands as r oot :

# crsctl stop crs
# crsctl start crs

Related Topics

e Modifying IPMI Configuration Using CRSCTL
You may need to modify an existing IPMI-based failure isolation configuration to
change IPMI passwords, or to configure IPMI for failure isolation in an existing
installation. You may also need to modify the path to the i pni util binary file.

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Understanding Network Addresses on Manually Configured

Networks

ORACLE

It is helpful to understand the concepts and requirements for network addresses on
manually configured networks.

This section contains the following topics:

e Understanding Network Address Configuration Requirements
e Understanding SCAN Addresses and Client Service Connections

e SCAN Listeners and Service Registration Restriction With Valid Node Checking
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Understanding Network Address Configuration Requirements

An Oracle Clusterware configuration requires at least one public network interface and
one private network interface.

A public network interface connects users and application servers to access data
on the database server.

* A private network interface is for internode communication and used exclusively by
Oracle Clusterware.

You can configure a public network interface for either IPv4, IPv6, or both types

of addresses on a given network. If you use redundant network interfaces (bonded
or teamed interfaces), then be aware that Oracle does not support configuring one
interface to support IPv4 addresses and the other to support IPv6 addresses. You
must configure network interfaces of a redundant interface pair with the same IP
protocol.

You can configure one or more private network interfaces, using either IPv4 or IPv6
addresses for all the network adapters. You cannot mix IPv4 and IPv6 addresses for
any private network interfaces.

< Note:

You can only use IPv6 for private networks in clusters using Oracle
Clusterware 12c release 2 (12.2), or later.

All the nodes in the cluster must use the same IP protocol configuration. Either all the
nodes use only IPv4, or all the nodes use only IPv6, or all the nodes use both IPv4

and IPv6. You cannot have some nodes in the cluster configured to support only IPv6
addresses, and other nodes in the cluster configured to support only IPv4 addresses.

The VIP agent supports the generation of IPv6 addresses using the Stateless Address
Autoconfiguration Protocol (RFC 2462), and advertises these addresses with GNS.
Run the srvctl config network command to determine if DHCP or stateless address
autoconfiguration is being used.

This section includes the following topics:

e About IPv6 Address Formats

* Name Resolution and the Network Resource Address Type

About IPv6 Address Formats

ORACLE

Each node in an Oracle Grid Infrastructure cluster can support both IPv4 and IPv6
addresses on the same network. The preferred IPv6 address format is as follows,
where each x represents a hexadecimal character:

XXXXT XXXXT XXXX T XXXX T XXXXD XXXXT XXXX T XXXX

The IPv6 address format is defined by RFC 2460 and Oracle Grid Infrastructure
supports IPv6 addresses, as following:

e Global and site-local IPv6 addresses as defined by RFC 4193.
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< Note:

Link-local and site-local IPv6 addresses as defined in RFC 1884 are not
supported.

* The leading zeros compressed in each field of the IP address.

»  Empty fields collapsed and represented by a "::' separator. For example, you
could write the IPv6 address 2001:0db8:0000:0000:0000:8a2e:0370:7334 as
2001:db8::8a2e:370:7334.

* The four lower order fields containing 8-bit pieces (standard IPv4 address format).
For example 2001:db8:122:344::192.0.2.33.

Name Resolution and the Network Resource Address Type

You can review the network configuration and control the network address type using
the srvctl config network (to review the configuration) and srvct| nodify network
-i pt ype commands, respectively.

You can configure how addresses are acquired using the srvct| nodify network
-nettype command. Set the value of the - net t ype parameter to dhcp or static to
control how IPv4 network addresses are acquired. Alternatively, set the value of the
-net t ype parameter to aut oconfi g or stati ¢ to control how IPv6 addresses are
generated.

The - nettype and -i pt ype parameters are not directly related but you can use
-nettype dhcp with -i ptype i pv4 and -nettype aut oconfi g with -i ptype ipv6.

< Note:

If a network is configured with both IPv4 and IPv6 subnets, then Oracle does
not support both subnets having - net t ype set to ni xed.

Oracle does not support making transitions from IPv4 to IPv6 while - net t ype
is set to m xed. You must first finish the transition from st ati ¢ to dhcp before
you add IPv6 into the subnet.

Similarly, Oracle does not support starting a transition to IPv4 from IPv6
while - net t ype is set to ni xed. You must first finish the transition from
aut oconfi g to stati c before you add IPv4 into the subnet.

Related Topics

*  Network Address Configuration in a Cluster
You can configure a network interface for either IPv4, IPv6, or both types of
addresses on a given network.

Understanding SCAN Addresses and Client Service Connections

Public network addresses are used to provide services to clients.
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If your clients are connecting to the Single Client Access Name (SCAN) addresses,
then you may need to change public and virtual IP addresses as you add or remove
nodes from the cluster, but you do not need to update clients with new cluster
addresses.

" Note:

You can edit the | i st ener. or a file to make modifications to the Oracle

Net listener parameters for SCAN and the node listener. For example, you
can set TRACE_LEVEL _|i st ener _name. However, you cannot set protocol
address parameters to define listening endpoints, because the listener agent
dynamically manages them.

SCAN:Ss function like a cluster alias. However, SCANSs are resolved on any node in the
cluster, so unlike a VIP address for a node, clients connecting to the SCAN no longer
require updated VIP addresses as nodes are added to or removed from the cluster.
Because the SCAN addresses resolve to the cluster, rather than to a node address in
the cluster, nodes can be added to or removed from the cluster without affecting the
SCAN address configuration.

The SCAN is a fully qualified name (host name and domain) that is configured to
resolve to all the addresses allocated for the SCAN. The SCAN resolves to all three
addresses configured for the SCAN name on the DNS server, or resolves within the
cluster in a GNS configuration. SCAN listeners can run on any node in the cluster.
SCANSs provide location independence for the databases, so that client configuration
does not have to depend on which nodes run a particular database.

Oracle Database 11g release 2 (11.2), and later, instances only register with SCAN
listeners as remote listeners. Upgraded databases register with SCAN listeners as
remote listeners, and also continue to register with all node listeners.

< Note:

Because of the Oracle Clusterware installation requirement that you provide
a SCAN name during installation, if you resolved at least one IP address
using the server / et c/ host s file to bypass the installation requirement

but you do not have the infrastructure required for SCAN, then, after the
installation, you can ignore the SCAN and connect to the databases in the
cluster using VIPs.

Oracle does not support removing the SCAN address.

Related Topics

e Oracle Database Net Services Reference
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SCAN Listeners and Service Registration Restriction With Valid Node
Checking

You can use valid node checking to specify the nodes and subnets from which the
SCAN listener accepts registrations. You can specify the nodes and subnet information
using SRVCTL. SRVCTL stores the node and subnet information in the SCAN listener
resource profile. The SCAN listener agent reads that information from the resource
profile and writes it to the | i st ener . or a file.

For non-cluster (single-instance) databases, the local listener accepts service
registrations only from database instances on the local node. Oracle RAC releases
before Oracle RAC 119 release 2 (11.2) do not use SCAN listeners, and attempt

to register their services with the local listener and the listeners defined by the
REMOTE_LI STENERS initialization parameter. To support service registration for these
database instances, the default value of val i d_node_check _for _registration_alias
for the local listener in Oracle RAC 12c is set to the value SUBNET, rather than to the
local node. To change the valid node checking settings for the node listeners, edit the
|'i stener.ora file.

The SCAN listener is aware of the HTTP protocol so that it can redirect HTTP clients
to the appropriate handler, which can reside on different nodes in the cluster than the
node on which the SCAN listener resides.

SCAN listeners must accept service registration from instances on remote nodes. For
SCAN listeners, the value of val i d_node_check_for _registration_alias is setto
SUBNET in the | i st ener. or a file so that the corresponding listener can accept service
registrations that originate from the same subnet.

You can configure the listeners to accept service registrations from a different
subnet. For example, you might want to configure this environment when SCAN
listeners share with instances on different clusters, and nodes in those clusters
are on a different subnet. Run the srvct! modfiy scan_|istener -invitednodes
-invitedsubnets command to include the nodes in this environment.

You must also run the srvct| nodi fy nodeapps -renoteservers host:port, ...
command to connect the Oracle Notification Service networks of this cluster and the
cluster with the invited instances.

Related Topics
e Oracle Real Application Clusters Administration and Deployment Guide

*  Oracle Database Net Services Administrator's Guide

Configuring Shared Single Client Access Names

A shared single client access name (SCAN) enables you to share one set of SCAN
virtual IPs (VIPs) and listeners on a dedicated cluster with other clusters.

About Configuring Shared Single Client Access Names

You must configure the shared single client access name (SCAN) on both the
database server and the database client.
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The use of a shared SCAN enables multiple clusters to use a single common set of
SCAN virtual IP (VIP) addresses to manage user connections, instead of deploying a
set of SCAN VIPs per cluster. For example, instead of 10 clusters deploying 3 SCAN
VIPs per cluster using a total of 30 IP addresses, with shared SCAN deployments, you
only deploy 3 SCAN VIPs for those same 10 clusters, requiring only 3 IP addresses.

Be aware the SCAN VIPs (shared or otherwise) are required for Oracle Real
Application Cluster (Oracle RAC) database clusters, but not for application member
clusters or the domain services cluster.

The general procedure for configuring shared SCANSs is to use the srvct | utility to
configure first on the server (that is, the cluster that hosts the shared SCAN), then

on the client (the Oracle RAC cluster that will use this shared SCAN). On the server,
in addition to the configuration using srvct |, you must to set environment variables,
create a credential file, and ensure that the Oracle Notification Service (ONS) process
that is specific to a SCAN cluster can access its own configuration directory to create
and manage the ONS configuration.

Configuring the Use of Shared SCAN

Use SRVCTL to configure shared SCANSs on the server that hosts the dedicated
cluster, in addition to performing other necessary configuration tasks.

1. Login to the server cluster on which you want to configure the shared SCAN.

2. Create a SCAN listener that is exclusive to this shared SCAN cluster, as follows:

$ srvctl add scan_listener -clientcluster cluster_name

3. Create a new Oracle Notification Service (ONS) resource that is specific to the
server cluster.

$ srvctl add ons -clientcluster cluster_nane

The srvct] add ons command assigns an ID to the SCAN.

4. Export the SCAN listener to the client cluster, as follows:

$ srvctl export scan_listener -clientcluster cluster_nane -
clientdata file_name

5. Export the ONS resource to the client cluster, as follows:

$ srvctl export ons -clientcluster cluster_nane -clientdata
file_name

# Note:

You can use the same credential file name for both the SCAN listener
and ONS. SRVCTL creates a credential file that you will use when
adding these objects to the client cluster.

6. Configure shared SCAN on each cluster that will use this service.
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a. Log in to the client cluster on which you want to configure the shared SCAN.

b. Add the SCAN to the client cluster, as follows:
$ srvctl add scan -clientdata file_name
c. Create a SCAN listener that is exclusive to this client cluster, as follows:

$ srvctl add scan_listener -clientdata file_name

d. Create an ONS resource for this cluster, as follows:

$ srvctl add ons -clientdata file_nane

" Note:

For each of the preceding commands, specify the name of the
credential file you created in the previous steps.

Changing Network Addresses on Manually Configured

Systems

You can perform network address maintenance on manually configured systems.
This is described in the following topics:

* Changing the Virtual IP Addresses Using SRVCTL

* Changing Oracle Clusterware Private Network Configuration

* Creating a Network Using SRVCTL

*  Network Address Configuration in a Cluster

* Changing Static IPv4 Addresses To Static IPv6 Addresses Using SRVCTL

* Changing Dynamic IPv4 Addresses To Dynamic IPv6 Addresses Using SRVCTL
* Changing an IPv4 Network to an IPv4 and IPv6 Network

e Transitioning from IPv4 to IPv6 Networks for VIP Addresses Using SRVCTL

Changing the Virtual IP Addresses Using SRVCTL

ORACLE

You can use SRVCTL to change a virtual IP address.

Clients configured to use public VIP addresses for Oracle Database releases before
Oracle Database 11g release 2 (11.2) can continue to use their existing connection
addresses. Oracle recommends that you configure clients to use SCANSs, but you are
not required to use SCANs. When an earlier version of Oracle Database is upgraded,
it is registered with the SCAN, and clients can start using the SCAN to connect to that
database, or continue to use VIP addresses for connections.

If you continue to use VIP addresses for client connections, you can modify the
VIP address while Oracle Database and Oracle ASM continue to run. However, you
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must stop services while you modify the address. When you restart the VIP address,
services are also restarted on the node.

You cannot use this procedure to change a static public subnet to use DHCP. Only the
srvct! add network -subnet command creates a DHCP network.

< Note:

The following instructions describe how to change only a VIP address,

and assume that the host name associated with the VIP address does not
change. Note that you do not need to update VIP addresses manually if you
are using GNS, and VIPs are assigned using DHCP.

If you are changing only the VIP address, then update the DNS and the
client hosts files. Also, update the server hosts files, if those are used for VIP
addresses.

Perform the following steps to change a VIP address:

1.

Stop all services running on the node whose VIP address you want to change
using the following command syntax, where dat abase_nane is the name of the
database, servi ce_nane_l i st is a list of the services you want to stop, and
my_node is the name of the node whose VIP address you want to change:

srvctl stop service -db database name -service "service _nane_|ist"
-node node_name

The following example specifies the database name (gri d) using the - db option
and specifies the services (sal es, ol t p) on the appropriate node (nynode).

$ srvctl stop service -db grid -service "sales,oltp" -node nynode

Confirm the current IP address for the VIP address by running the srvct| config
vi p command. This command displays the current VIP address bound to one of
the network interfaces. The following example displays the configured VIP address
for a VIP named node03- vi p:

$ srvctl config vip -vipname node03-vip
VI P exists: /node03-vip/192.168. 2. 20/ 255. 255. 255. 0/ et hO

Stop the VIP resource using the srvct| stop vip command:

$ srvctl stop vip -node node_nane

Verify that the VIP resource is no longer running by running the i f config -a
command on Linux and UNIX systems (or issue the i pconfig /all command on
Windows systems), and confirm that the interface (in the example it was et h0: 1) is
no longer listed in the output.

Make any changes necessary to the / et ¢/ host s files on all nodes on Linux and
UNIX systems, or the 9% ndi r % syst enB2\ dri ver s\ et c\ host s file on Windows
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systems, and make any necessary DNS changes to associate the new IP address
with the old host name.

To use a different subnet or network interface card for the default network before
you change any VIP resource, you must use the srvctl nodify network -subnet
subnet / net mask/ i nt erface command as r oot to change the network resource,
where subnet is the new subnet address, net nask is the new netmask, and

i nterface is the new interface. After you change the subnet, then you must
change each node's VIP to an IP address on the new subnet, as described in the
next step.

Modify the node applications and provide the new VIP address using the following
srvct! nodify nodeapps syntax:

$ srvctl nodify nodeapps -node node name -address new vip_address

The command includes the following flags and values:
* -n node_nane is the node name

* -A new_vip_address is the node-level VIP address: nane| i p/ net mask/ [if1[|
if2]...1]

For example, run the following command as the r oot user:

# srvctl nodify nodeapps -node nynode -address
192. 168. 2. 125/ 255. 255. 255. 0/ et h0

Attempting to run this command as the installation owner account may result
in an error. For example, if the installation owner is or acl e, then you may see
the error PRCN-2018: Current user oracle is not a privileged user.To
avoid the error, run the command as the r oot or system administrator account.

Start the node VIP by running the srvct!| start vi p command:

$ srvctl start vip -node node_nane

The following command example starts the VIP on the node named nynode:

$ srvctl start vip -node nynode

Repeat the steps for each node in the cluster.

Because the SRVCTL utility is a clusterwide management tool, you can
accomplish these tasks for any specific node from any node in the cluster, without
logging in to each of the cluster nodes.

Run the following command to verify node connectivity between all of the nodes
for which your cluster is configured. This command discovers all of the network
interfaces available on the cluster nodes and verifies the connectivity between all
of the nodes by way of the discovered interfaces. This command also lists all of
the interfaces available on the nodes which are suitable for use as VIP addresses.

$ cluvfy conp nodecon -n all -verbose
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Related Topics

*  Oracle Real Application Clusters Administration and Deployment Guide

Changing Oracle Clusterware Private Network Configuration

You can make changes to the Oracle Clusterware private network configuration.
This section describes the following topics:

* About Private Networks and Network Interfaces
¢ Redundant Interconnect Usage
e Consequences of Changing Interface Names Using OIFCFG

e Changing a Network Interface

About Private Networks and Network Interfaces

Oracle Clusterware requires that each node is connected through a private network (in
addition to the public network). The private network connection is referred to as the
cluster interconnect.

Table 2-1 describes how the network interface card and the private IP address are
stored.

Oracle only supports clusters in which all of the nodes use the same network
interface connected to the same subnet (defined as a global interface with the oi f cf ¢
command). You cannot use different network interfaces for each node (node-specific
interfaces).

Table 2-1 Storage for the Network Interface, Private IP Address, and Private

Host Name

________________________________________________________________________________|

Entity Stored In... Comments

Network interface name  Operating system You can use wildcards when specifying
For example: et hl network interface names.

For example: et h*

Private network Interfaces Oracle Clusterware, in Configure an interface for use as a
the Grid Plug and Play private interface during installation by
(GPnP) Profile marking the interface as Private, or

use the oi f cf g setif command to
designate an interface as a private
interface.

Related Topics

e Oracle Interface Configuration Tool (OIFCFG) Command Reference

Redundant Interconnect Usage

You can define multiple interfaces for Redundant Interconnect Usage by classifying
the role of interfaces as private either during installation or after installation using the
oi fcfg setif command.
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When you do, Oracle Clusterware creates from one to four (depending on the

number of interfaces you define) highly available IP (HAIP) addresses, which Oracle
Database and Oracle ASM instances use to ensure highly available and load balanced
communications.

The Oracle software (including Oracle RAC, Oracle ASM, and Oracle ACFS, all 11g
release 2 (11.2.0.2), or later), by default, uses the HAIP address of the interfaces
designated with the private role as the HAIP address for all of its traffic, enabling
load balancing across the provided set of cluster interconnect interfaces. If one of
the defined cluster interconnect interfaces fails or becomes non-communicative, then
Oracle Clusterware transparently moves the corresponding HAIP address to one of
the remaining functional interfaces.

For example, after installation, if you add a new interface to a server named et h3 with
the subnet number 172.16.2.0, then use the following command to make this interface
available to Oracle Clusterware for use as a private interface:

$ oifcfg setif -global eth3/172.16.2.0:cluster_interconnect

While Oracle Clusterware brings up a HAIP address on et h3 of 169.254.*.* (which is
the reserved subnet for HAIP), and the database, Oracle ASM, and Oracle ACFS use
that address for communication, Oracle Clusterware also uses the 172.16.2.0 address
for its own communication.

Caution:

Do not use OIFCFG to classify HAIP subnets (169.264.*.*). You can use
OIFCFG to record the interface name, subnet, and type (public, cluster
interconnect, or Oracle ASM) for Oracle Clusterware. However, you cannot
use OIFCFG to modify the actual IP address for each interface.

< Note:

Oracle Clusterware uses at most four interfaces at any given point,
regardless of the number of interfaces defined. If one of the interfaces fails,
then the HAIP address moves to another one of the configured interfaces in
the defined set.

When there is only a single HAIP address and multiple interfaces from which
to select, the interface to which the HAIP address moves is no longer the
original interface upon which it was configured. Oracle Clusterware selects
the interface with the Jowest numeric subnet to which to add the HAIP
address.

Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide
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Consequences of Changing Interface Names Using OIFCFG

The consequences of changing interface names depend on which name you are
changing, and whether you are also changing the IP address.

In cases where you are only changing the interface names, the consequences are
minor. If you change the name for the public interface that is stored in OCR, then you
also must modify the node applications for the cluster. Therefore, you must stop the
node applications for this change to take effect.

Changing a Network Interface

ORACLE

You can change a network interface and its associated subnet address by using the
OIFCFG command..

This procedure changes the network interface and IP address on each node in the
cluster used previously by Oracle Clusterware and Oracle Database.

1.

Caution:

The interface that the Oracle RAC (RDBMS) interconnect uses must be the
same interface that Oracle Clusterware uses with the host name. Do not
configure the private interconnect for Oracle RAC on a separate interface
that is not monitored by Oracle Clusterware.

Ensure that Oracle Clusterware is running on all of the cluster nodes by running
the following command:

$ ol snodes -s

The command returns output similar to the following, showing that Oracle
Clusterware is running on all of the nodes in the cluster:

.ol snodes -s

nycl ustera Active
nycl usterc Active
nycl usterb Active

Ensure that the replacement interface is configured and operational in the

operating system on all of the nodes. Use the i f confi g command (or i pconfi g on
Windows) for your platform. For example, on Linux, use:

$ /shin/ifconfig

Add the new interface to the cluster as follows, providing the name of the new
interface and the subnet address, using the following command:

$ oifcfg setif -global if_name/subnet:cluster_interconnect
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You can use wildcards with the interface name. For example, oi fcfg setif -

gl obal "eth*/192.168.0.0:cluster_interconnect is valid syntax. However, be
careful to avoid ambiguity with other addresses or masks used with other cluster
interfaces. If you use wildcards, then you see a warning similar to the following:

eth*/192.168.0.0 gl obal cluster_interconnect
PRI F-29: Warning: wildcard in network paraneters can cause msnatch
among GPnP profile, OCR and system

# Note:

Legacy network configuration does not support wildcards; thus wildcards
are resolved using current node configuration at the time of the update.

If you change the Oracle ASM network, then update the Oracle ASM listener, as
follows:

$ srvctl update listener -listener listener_name -asm-renove -force
$ srvctl add listener -listener listener_nane -asnlistener -subnet
subnet

After the previous step completes, you can remove the former subnet, as follows,
by providing the name and subnet address of the former interface:

oifcfg delif -global if_name/subnet

For example:

$ oifcfg delif -global ethl/10.10.0.0

Caution:

This step should be performed only after a replacement interface is
committed into the Grid Plug and Play configuration. Simple deletion
of cluster interfaces without providing a valid replacement can result in
invalid cluster configuration.

Verify the current configuration using the following command:
oifcfg getif

For example:

$ oifcfg getif
eth2 10.220.52.0 gl obal cluster_interconnect
ethO 10.220.16.0 gl obal public
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7. If you change the private network, then stop Oracle Clusterware on all nodes by
running the following command as r oot on each node:

# crsctl stop crs

< Note:

If you configured HAIP on ethO and eth1, and you want to replace ethl
with eth3, then you do not have to stop Oracle Clusterware. If, however,
you want to add another set of interfaces, such as eth2 and eth3 to your
HAIP configuration, which you already configured on ethO and ethl, then
you must stop Oracle Clusterware.

8. When Oracle Clusterware stops, you can deconfigure the deleted network
interface in the operating system using the i f confi g command. For example:

$ ifconfig down

At this point, the IP address from network interfaces for the old subnet is
deconfigured from Oracle Clusterware. This command does not affect the
configuration of the IP address on the operating system.

You must update the operating system configuration changes, because changes
made using i f confi g are not persistent.

9. Restart Oracle Clusterware by running the following command on each node in the
cluster as the root user:

# crsctl start crs

The changes take effect when Oracle Clusterware restarts.

If you use the CLUSTER | NTERCONNECTS initialization parameter, then you must
update it to reflect the changes.

Related Topics

*  Oracle Interface Configuration Tool (OIFCFG) Command Reference

Creating a Network Using SRVCTL

You can use SRVCTL to create a network for a cluster member node, and to add
application configuration information.

Create a network for a cluster member node, as follows:
1. Loginasroot.

2. Add a node application to the node, using the following syntax, where:

srvctl add nodeapps -node node_name -address {vip |
addr}/netmask[/if1[]if2|...]] [-pingtarget "ping target list"]
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In the preceding syntax:
* node_nare is the name of the node
e vipisthe VIP name or addr is the IP address

e net mask is the netmask

o ifl[]if2]...] isapipe (| )-delimited list of interfaces bonded for use by the
application

° ping_target_list isacomma-delimited list of IP addresses or host names to
ping
¢ Note:

e Use the - pi ngt ar get parameter when link status monitoring does
not work as it does in a virtual machine environment.

e Enterthe srvctl add nodeapps -hel p command to review other
syntax options.

In the following example of using srvct| add nodeapps to configure an IPv4
node application, the node name is nodel, the netmask is 255.255.252.0, and the
interface is ethO:

# srvctl add nodeapps -node nodel -address nodel-
vi p. mycl ust er. exanpl e. coni 255. 255. 252. 0/ et h0

Related Topics

*  Oracle Real Application Clusters Administration and Deployment Guide

Network Address Configuration in a Cluster

ORACLE

You can configure a network interface for either IPv4, IPv6, or both types of addresses
on a given network.

If you configure redundant network interfaces using a third-party technology, then
Oracle does not support configuring one interface to support IPv4 addresses and the
other to support IPv6 addresses. You must configure network interfaces of a redundant
interface pair with the same IP address type. If you use the Oracle Clusterware
Redundant Interconnect feature, then you must use IPv4 addresses for the interfaces.

All the nodes in the cluster must use the same IP protocol configuration. Either all the
nodes use only IPv4, or all the nodes use only IPv6, or all the nodes use both IPv4

and IPv6. You cannot have some nodes in the cluster configured to support only IPv6
addresses, and other nodes in the cluster configured to support only IPv4 addresses.

The local listener listens on endpoints based on the address types of the subnets
configured for the network resource. Possible types are IPV4, IPV6, or both.
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Changing Static IPv4 Addresses To Static IPv6 Addresses Using

SRVCTL

ORACLE

When you change from IPv4 static addresses to IPv6 static addresses, you add an
IPv6 address and modify the network to briefly accept both IPv4 and IPv6 addresses,
before switching to using static IPv6 addresses, only.

# Note:

If the IPv4 network is in mixed mode with both static and dynamic
addresses, then you cannot perform this procedure. You must first transition
all addresses to static.

To change a static IPv4 address to a static IPv6 address:

1.

Add an IPv6 subnet using the following command as r oot once for the entire
network:

# srvctl modify network -subnet ipv6é _subnet/prefix |ength

In the preceding syntax i pv6_subnet/ prefi x_| engt h is the subnet of the IPv6
address to which you are changing along with the prefix length, such as 3001::/64.

Add an IPv6 VIP using the following command as r oot once on each node:

# srvctl modify vip -node node_name -netnum network_nunber -address
vi p_nane/ net mask

In the preceding syntax:
* node_nare is the name of the node
e network_nunber is the number of the network

* vip_nane/ net mask is the name of a local VIP that resolves to both IPv4 and
IPv6 addresses

The IPv4 netmask or IPv6 prefix length that follows the VIP nhame must satisfy
two requirements:

— If you specify a netmask in IPv4 format (such as 255.255.255.0), then
the VIP name resolves to IPv4 addresses (but can also resolve to IPv6
addresses). Similarly, if you specify an IPv6 prefix length (such as 64),
then the VIP name resolves to IPv6 addresses (but can also resolve to
IPv4 addresses).

— If you specify an IPv4 netmask, then it should match the netmask of
the registered IPv4 network subnet number, regardless of whether the
-i ptype of the network is IPv6. Similarly, if you specify an IPv6 prefix
length, then it must match the prefix length of the registered IPv6 network
subnet number, regardless of whether the - i pt ype of the network is IPv4.
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3. Add the IPv6 network resource to OCR using the following command:

$ oifcfg setif -global if_nane/subnet:public

4. Update the SCAN in DNS to have as many IPv6 addresses as there are IPv4
addresses. Add IPv6 addresses to the SCAN VIPs using the following command
as root once for the entire network:

# srvctl nodify scan -scanname scan_name

scan_nane is the name of a SCAN that resolves to both IPv4 and IPv6 addresses.
5. Convert the network IP type from IPv4 to both IPv4 and IPv6 using the following
command as r oot once for the entire network:

srvctl nodify network -netnum network _number -iptype both

This command brings up the IPv6 static addresses.

6. Change all clients served by the cluster from IPv4 networks and addresses to IPv6
networks and addresses.

7. Transition the network from using both protocols to using only IPv6 using the
following command:

# srvctl modify network -iptype ipv6

8. Modify the VIP using a VIP name that resolves to IPv6 by running the following
command as r oot :

# srvctl nmodify vip -node node_name -address vip_nane -netnum
net wor k_nunber

Do this once for each node.

9. Modify the SCAN using a SCAN name that resolves to IPv6 by running the
following command:

# srvctl nodify scan -scanname scan_name

Do this once for the entire cluster.

Related Topics
e Oracle Real Application Clusters Administration and Deployment Guide
* OIFCFG Command Format
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Changing Dynamic IPv4 Addresses To Dynamic IPv6 Addresses
Using SRVCTL

ORACLE

You change dynamic IPv4 addresses to dynamic IPv6 addresses by the SRVCTL
command.

# Note:

If the IPv4 network is in mixed mode with both static and dynamic
addresses, then you cannot perform this procedure. You must first transition
all addresses to dynamic.

To change dynamic IPv4 addresses to dynamic IPv6 addresses:

Add an IPv6 subnet using the srvct| nodi fy network command.

To add the IPv6 subnet, log in as root and use the following command syntax:

# srvctl modify network -netnum network_nunber -subnet ipv6_subnet/
i pve_prefix_length[/interface] -nettype autoconfig

In the preceding syntax:
e network_nunber is the number of the network

e i pv6_subnet is the subnet of the IPv6 addresses to which you are changing
(for example, 2001:db8:122:344:¢c0:2:2100::)

e ipv6_prefix_|length is the prefix specifying the IPv6 network addresses (for
example, 64)

For example, the following command modifies network 3 by adding an IPv6
subnet, 2001:db8:122:344:¢0:2:2100::, and the prefix length 64:

# srvctl nodify network -netnum 3 -subnet
2001: db8: 122: 344: ¢c0: 2: 2100: : / 64
-nettype autoconfig

Add the IPv6 network resource to OCR using the following command:
$ oifcfg setif -global if_nane/subnet:public
Start the IPv6 dynamic addresses, as follows:

# srvctl modify network -netnum network _nunber -iptype both

For example, on network number 3:

# srvctl nodify network -netnum 3 -iptype both
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4. Change all clients served by the cluster from IPv4 networks and addresses to IPv6
networks and addresses.

At this point, the SCAN in the GNS-delegated domain scan_nane. gns_domai n will
resolve to three IPv4 and three IPv6 addresses.

5. Turn off the IPv4 part of the dynamic addresses on the cluster using the following
command:

# srvctl modify network -iptype ipv6

After you run the preceding command, the SCAN (scan_nane. gns_domai n) will
resolve to only three IPv6 addresses.

Related Topics
e OIFCFG Command Format

Changing an IPv4 Network to an IPv4 and IPv6 Network

You can change an IPv4 network to an IPv4 and IPv6 network by adding an IPv6
network to an existing IPv4 network.

This process is described in steps 1 through 5 of the procedure documented in
"Changing Static IPv4 Addresses To Static IPv6 Addresses Using SRVCTL".

After you complete those steps, log in as the Grid user, and run the following
command:

$ srvctl status scan

Review the output to confirm the changes to the SCAN VIPs.

Transitioning from IPv4 to IPv6 Networks for VIP Addresses Using

SRVCTL

You use the SRVCTL command to remove an IPv4 address type from a combined
IPv4 and IPv6 network.

Enter the following command:

# srvct!l nodify network -iptype ipvé

This command starts the removal process of IPv4 addresses configured for the cluster.

Cross-Cluster Dependency Proxies

ORACLE

Cross-cluster dependency proxies are lightweight, fault-tolerant proxy resources on
Member Clusters for resources running on a Domain Services Cluster.

Member Clusters reduce the overhead of having infrastructure resources and it is
important to be able to effectively monitor the state of the shared infrastructure
resources, such as Oracle Automatic Storage Management (Oracle ASM), on a
Domain Services Cluster, so that resources on Member Clusters can properly adjust
their states.
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Cross-cluster dependency proxies provide this functionality for Domain Services
Cluster resources, specifically, and, more generally, to reflect the state of resources
running on one cluster, in other clusters. Cross-cluster dependency proxies are
configured, by default, on Domain Services Clusters.
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Policy-Based Cluster and Capacity
Management

Oracle Clusterware uses policy-based management of servers and resources used by
Oracle databases or applications.
This chapter includes the following topics:

e Overview of Server Pools and Policy-Based Management

* Default Server Pools

e Overview of Server Categorization

e Overview of Cluster Configuration Policies and the Policy Set
e Server Weight-Based Node Eviction

* Load-Aware Resource Placement

»  Server Configuration and Server State Attributes

e Server Category Attributes

e An Example Policy Set Configuration

Overview of Server Pools and Policy-Based Management

ORACLE

Resources managed by Oracle Clusterware are contained in logical groups of servers
called server pools. This was introduced in Oracle Clusterware 11g release 2 (11.2).

Resources are hosted on a shared infrastructure and are contained within server
pools. Examples of resources that Oracle Clusterware manages are database
instances, database services, application VIPs, and application components.

In an Oracle Cluster you can use server pools to run particular types of workloads on
cluster member nodes, while providing simplified administration options. You can use
a cluster configuration policy set to provide dynamic management of cluster policies
across the cluster.

You can continue to manage resources in an Oracle Clusterware standard Cluster
by using the Oracle Clusterware 11g release 2 (11.2) server pool model, or you can
manually manage resources by using the traditional fixed, non-server pool method.

This section includes the following topics:

* Server Pools and Server Categorization

* Server Pools and Policy-Based Management
*  How Server Pools Work

»  Default Server Pools

e Server Pool Attributes

* How Oracle Clusterware Assigns New Servers Using Server Pools

3-1



Chapter 3
Overview of Server Pools and Policy-Based Management

* Managing Server Pools Using Default Attributes

Server Pools and Server Categorization

Administrators can deploy and manage servers dynamically using server pools by
identifying servers distinguished by particular attributes, a process called server
categorization. In this way, you can create clusters made up of heterogeneous nodes.

Related Topics

e Overview of Server Categorization
Server categorization enables you to organize servers into particular categories by
using attributes such as processor types, memory, and other distinguishing system
features.

Server Pools and Policy-Based Management

ORACLE

With policy-based management, administrators specify the server pool (excluding the
Generic and Free pools) in which the servers run.

For example, a database administrator uses SRVCTL to create a server pool for
servers hosting a database or database service. A clusterware administrator uses
CRSCTL to create server pools for non-database use, such as creating a server pool
for servers hosting an application.

Policy-based management:

» Enables online server reallocation based on a defined policy to satisfy workload
capacity requirements

*  Guarantees the allocation of required resources for critical work as defined by the
policy

» Ensures isolation where necessary, so that you can provide dedicated servers in a
cluster for applications and databases

» Enables policies to be configured to change pools in accordance with business
needs or application demand, so that pools provide the required capacity at the
right time

Server pools provide resource isolation to prevent applications running in one server
pool from accessing resources running in another server pool. Oracle Clusterware
provides fine-grained role separation between server pools. This capability maintains
required management role separation between these groups in organizations that
have clustered environments managed by separate groups.

Oracle Clusterware efficiently allocates servers in the cluster. Server pool attributes,
defined when the server pool is created, dictate placement and prioritization of servers
based on the | MPORTANCE server pool attribute.

Related Topics
e Oracle Clusterware Resource Reference

e Overview of Cluster Configuration Policies and the Policy Set
A cluster configuration policy is a document that contains exactly one definition
for each server pool managed by the cluster configuration policy set. A cluster
configuration policy set is a document that defines the names of all server pools
configured for the cluster and definitions for all policies.
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How Server Pools Work

Server pools divide the cluster into logical groups of servers hosting both singleton and
uniform applications. The application can be a database service or a non-database
application. An application is uniform when the application workload is distributed

over all servers in the server pool. An application is singleton when it runs on a

single server within the server pool. Oracle Clusterware role-separated management
determines access to and use of a server pool.

You manage server pools that contain Oracle RAC databases with the Server Control
(SRVCTL) utility. Use the Oracle Clusterware Control (CRSCTL) utility to manage all
other server pools. Only cluster administrators have permission to create top-level
server pools.

Database administrators use the Server Control (SRVCTL) utility to create and
manage server pools that will contain Oracle RAC databases. Cluster administrators
use the Oracle Clusterware Control (CRSCTL) utility to create and manage all

other server pools, such as server pools for non-database applications. Only cluster
administrators have permission to create top-level server pools.

Top-level server pools:

* Logically divide the cluster

* Are always exclusive, meaning that one server can only reside in one particular
server pool at a certain point in time

Default Server Pools

When Oracle Clusterware is installed, two internal server pools are created
automatically: Generic and Free. All servers in a hew installation are assigned to
the Free server pool, initially. Servers move from Free to newly defined server pools
automatically.

The Free Server Pool

The Free server pool contains servers that are not assigned to any other server pools.
The attributes of the Free server pool are restricted, as follows:

e SERVER NAMES, M N_SI ZE, and MAX_SI ZE cannot be edited by the user
* | MPORTANCE and ACL can be edited by the user

The Generic Server Pool

ORACLE

The Generic server pool stores any server that is not in a top-level server pool and
is not policy managed. Servers that host non-policy-managed applications, such as
administrator-managed databases, are statically assigned to the Generic server pool.

The Generic server pool's attributes are restricted, as follows:

* No one can modify configuration attributes of the Generic server pool (all attributes
are read-only)

* You can only create administrator-managed databases in the Generic Pool, if the
server you want to create the database on is one of the following:
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— Online and exists in the Generic server pool

— Online and exists in the Free server pool, in which case Oracle Clusterware
moves the server into the Generic server pool

— Online and exists in any other server pool and the user is either a cluster
administrator or is allowed to use the server pool's servers, in which case, the
server is moved into the Generic server pool

— Offline and the user is a cluster administrator

Server Pool Attributes

ORACLE

You can use SRVCTL or CRSCTL to create server pools for databases and other
applications, respectively.

If you use SRVCTL to create a server pool, then you can only use a subset of the
server pool attributes described in this section. If you use CRSCTL to create server
pools, then you can use the entire set of server pool attributes.

Server pool attributes are the attributes that you define to create and manage server
pools.

The decision about which utility to use is based upon the type of resource being
hosted in the server pool. You must use SRVCTL to create server pools that host
Oracle databases. You must use CRSCTL to create server pools that host non-
database resources such as middle tiers and applications.

When you use SRVCTL to create a server pool, the server pool attributes available to
you are:

-category
-inportance
-mn

- max

- server pool
-servers

SRVCTL prepends "ora." to the name of the server pool.

When you use CRSCTL to create a server pool, all attributes listed and described in
the following table are available to you.
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Table 3-1 Server Pool Attributes

______________________________________________________________________|
Attribute Description

ACL String in the following format:

OWNer: user: rwx, pgrp: group: rwx, other::r—

Defines the owner of the server pool and which privileges are
granted to various operating system users and groups. The server
pool owner defines the operating system user of the owner, and
which privileges that user is granted.

The value of this optional attribute is populated at the time a server

pool is created based on the ACL of the user creating the server

pool, unless explicitly overridden. The value can subsequently

be changed, if such a change is allowed based on the existing

privileges of the server pool.

In the string:

e owner: The operating system user of the server pool owner,
followed by the privileges of the owner

*  pgrp: The operating system group that is the primary group
of the owner of the server pool, followed by the privileges of
members of the primary group

« ot her: Followed by privileges of others

* r:Readonly

e W Modify attributes of the pool or delete it

e X: Assign resources to this pool

By default, the identity of the client that creates the server pool

is the owner . Also by default, r oot , and the user specified in

owner have full privileges. You can grant required operating system

users and operating system groups their privileges by adding the

following lines to the ACL attribute:

user:user_name: r wx

gr oup: gr oup_nane: r wx

The operating system user that creates the server pool is the owner
of the server pool, and the ACL attribute for the server pool reflects
the UNIX-like read, write, and execute ACL definitions for the user,
primary group, group, and other.

ACTI VE_SERVERS A string of server names in the following format:

server_nanmel server_name2 ...

Oracle Clusterware automatically manages this attribute, which
contains the space-delimited list of servers that are currently
assigned to a server pool.
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Table 3-1 (Cont.) Server Pool Attributes
|

Attribute

Description

EXCLUSI VE_POCLS

| MPORTANCE

M N_SI ZE

MAX_SI ZE

PARENT_POCLS

ORACLE

This optional attribute indicates if servers assigned to this server
pool are shared with other server pools. A server pool can explicitly
state that it is mutually exclusive of any other server pool that has
the same value for this attribute. Two or more server pools are
mutually exclusive when the sets of servers assigned to them do
not have a single server in common. For example, server pools A
and B must be mutually exclusive if they both have the value of this
attribute set to the same string, such as pool s_A B.

Top-level server pools are mutually exclusive, by default.

Relative importance of the server pool, expressed as an integer
from 0 to 1000, with 0 denoting the lowest level of importance and
1000, the highest. This optional attribute is used to determine how
to reconfigure the server pools when a node joins or leaves the
cluster. The default value is 0.

The minimum size of a server pool expressed as any nonnegative
integer. If the number of servers contained in a server pool is below
the number you specify in this attribute, then Oracle Clusterware
automatically moves servers from other pools into this one until that
number is met.

Note: The value of this optional attribute does not set a hard limit.
It governs the priority for server assignment whenever the cluster is
reconfigured. The default value is 0.

The maximum number of servers a server pool can contain,
expressed as any nonnegative integer. This attribute is optional and
is set to - 1 (no limit), by default.

Note: A value of - 1 for this attribute spans the entire cluster.

The name of the server pool, which you must specify when you
create the server pool. Server pool names must be unique within
the domain of names of user-created entities, such as resources,
types, and servers. A server pool name has a 254 character limit
and can contain any platform-supported characters except the
exclamation point (!), the tilde (~), and spaces. A server pool name
cannot begin with a period nor with ora.

Note: When you create server pools using SRVCTL, the utility
prepends "ora." to the name of the server pool.

Use of this attribute makes it possible to create nested server
pools. Server pools, listed as a string of space-delimited server
pool names, in this attribute are referred to as parent server pools.
A server pool included in a parent server pool is referred to as a
child server pool.

Note: If you use SRVCTL to create the server pool, then you
cannot specify this attribute.
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Table 3-1 (Cont.) Server Pool Attributes
|

Attribute

Description

SERVER_CATEGORY

SERVER_NAMES

The name of a registered server category, used as part of server
categorization. Oracle Clusterware standard clusters and Oracle
Flex Clusters have a default category of hub. When you create

a server pool, if you set a value for SERVER_CATEGORY, then

you cannot set a value for SERVER_NAMES. Only one of these
parameters may have a non-empty value.

Use the SERVER_CATEGCRY attribute to classify servers assigned to
a server pool based on server attributes. You can organize servers
and server pools in a cluster to match specific workload to servers
and server pools, based on server attributes that you define.

A list of candidate node names, expressed as a string of space-
delimited server names, that may be associated with a server

pool. If you do not provide a set of server names for this optional
attribute, then Oracle Clusterware is configured so that any server
may be assigned to any server pool, to the extent allowed by values
of other attributes, such as PARENT _POCLS.

The server names identified as candidate node names are not
validated to confirm that they are currently active cluster members.
Use this attribute to define servers as candidates that have not yet
been added to the cluster.

If you set a value for SERVER_NAMES, then you cannot set a value
for SERVER_CATEGORY; Only one of these attributes may have a
non-empty value.

Note: If you set the SERVER_CATEGCRY attribute and you need to
specify individual servers, then you can list servers by name using
the EXPRESSI ON server category attribute.

Related Topics

e crsctl add serverpool

e crsctl status server

»  Server Category Attributes

*  Oracle Real Application Clusters Administration and Deployment Guide

How Oracle Clusterware Assigns New Servers Using Server Pools

Oracle Clusterware assigns new servers to server pools in the following order:

ORACLE

1. Generic server pool

2. User-created server pool

3. Free server pool

Oracle Clusterware continues to assign servers to server pools until the following

conditions are met:

1. Until all server pools are filled in order of importance to their minimum (M N_SI ZE).

2. Until all server pools are filled in order of importance to their maximum (MAX_SI ZE).

3. By default, any servers not placed in a server pool go into the Free server pool.
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You can modify the | MPORTANCE attribute for the Free server pool. If the value of
the | MPORTANCE attribute of the Free server pool is greater than one or more of the
other server pools, then the Free server pool will receive any remaining servers
once the value of their M N_SI ZE attribute is met.

When a server joins a cluster, several things occur.

Consider the server pools configured in Table 3-2:

Table 3-2 Sample Server Pool Attributes Configuration
|

NAME IMPORTANCE  MIN_SIZE MAX_SIZE PARENT_PO EXCLUSIVE_
oLs POOLS

spl 1 1 10

sp2 3 1 6

sp3 2 1 2

sp2_1 2 1 5 sp2 S123

sp2_2 1 1 5 sp2 S123

For example, assume that there are no servers in a cluster; all server pools are empty.
When a server, named ser ver 1, joins the cluster:

1. Server-to-pool assignment commences.

2. Oracle Clusterware only processes top-level server pools (those that have no
parent server pools), first. In this example, the top-level server pools are spl, sp2,
and sp3.

3. Oracle Clusterware lists the server pools in order of | MPORTANCE, as follows: sp2,
sp3, spl.

4. Oracle Clusterware assigns server 1 to sp2 because sp2 has the highest
| MPORTANCE value and its M N_SI ZE value has not yet been met.

5. Oracle Clusterware processes the remaining two server pools, sp2_1 and sp2_2.
The sizes of both server pools are below the value of the M N_SI ZE attribute (both
server pools are empty and have M N_SI ZE values of 1).

6. Oracle Clusterware lists the two remaining pools in order of | MPORTANCE, as
follows: sp2_1, sp2_2.

7. Oracle Clusterware assigns server 1 to sp2_1 but cannot assign server 1 to sp2_2
because sp2_1 is configured to be exclusive with sp2_2.

After processing, the cluster configuration appears, as follows
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Table 3-3 Post Processing Server Pool Configuration
|

Server Pool Name Assigned Servers
spl

sp2 serverl

sp3

sp2_1 serverl

sp2_2

Servers Moving from Server Pool to Server Pool

If the number of servers in a server pool falls below the value of the M N_SI ZE attribute
for the server pool (such as when a server fails), based on values you set for the

M N_SI ZE and | MPORTANCE attributes for all server pools, Oracle Clusterware can move
servers from other server pools into the server pool whose number of servers has
fallen below the value for M N_S| ZE. Oracle Clusterware selects servers from other
server pools to move into the deficient server pool that meet the following criteria:

» For server pools that have a lower | MPORTANCE value than the deficient server
pool, Oracle Clusterware can take servers from those server pools even if it
means that the number of servers falls below the value for the M N_SI ZE attribute.

e For server pools with equal or greater | MPORTANCE, Oracle Clusterware only takes
servers from those server pools if the number of servers in a server pool is greater
than the value of its M N_SI ZE attribute.

Managing Server Pools Using Default Attributes

ORACLE

By default, each server pool is configured with the following attribute options for
managing server pools:

* M N_SI ZE: The minimum number of servers the server pool should contain.

If the number of servers in a server pool is below the value of this attribute, then
Oracle Clusterware automatically moves servers from elsewhere into the server
pool until the number of servers reaches the attribute value.

e MAX SI ZE: The maximum number of servers the server pool should contain.

* | MPORTANCE: A number from 0 to 1000 (O being least important) that ranks a server
pool among all other server pools in a cluster.

In addition, you can assign additional attributes to provide more granular management
of server pools, as part of a cluster configuration policy. Attributes such as

EXCLUSI VE_POOLS and SERVER CATEGORY can assist you to create policies for your
server pools that enhance performance and build tuning design management into your
server pool.
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Overview of Server Categorization

Server categorization enables you to organize servers into particular categories by
using attributes such as processor types, memory, and other distinguishing system
features.

You can configure server pools to restrict eligible members of the pool to a category
of servers, which share a particular set of attributes. Originally, server pools were
restricted to a set of basic attributes characterizing servers as belonging to a given
pool, with no way to distinguish between types of servers; all servers were considered
to be equal in relation to their processors, physical memory, and other characteristics.
Server categorization now provides a way to distinguish these servers.

" Note:

If you create policies with Oracle Database Quality of Service Management
(Oracle Database QoS Management), then you categorize servers by setting
server pool directive overrides, and CRSCTL commands using the pol i cy
and pol i cyset nouns are disabled. Also if you switch from using Oracle
Clusterware policies to using Oracle Database QoS Management policies,
then the Oracle Clusterware policies are replaced, because the two policy
types cannot coexist. Oracle recommends that you create a backup using
crsctl status policyset -file file_nane before you switch policies.

Related Topics
*  Oracle Clusterware Control (CRSCTL) Utility Reference

Overview of Cluster Configuration Policies and the Policy

Set

ORACLE

A cluster configuration policy is a document that contains exactly one definition
for each server pool managed by the cluster configuration policy set. A cluster
configuration policy set is a document that defines the names of all server pools
configured for the cluster and definitions for all policies.

In Oracle Clusterware 12c and later releases, you use the policies defined in the
cluster configuration policy set for server pool specification and management, and
Oracle Clusterware manages the server pools according to the policies in the policy
set. With a cluster configuration policy set, for example, you can allocate more servers
to OLTP workload during weekly business hours to respond to email demand, and on
the weekends and evenings, allocate more servers to batch workloads, and perform
transitions of server pool configuration or server allocation, atomically.

At any point in time, only one policy is in effect for the cluster. But you can create
several different policies, so that you can configure pools of servers with parameters to
reflect differences in requirements for the cluster based on business needs or demand,
or based on calendar dates or times of the day.
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Related Topics

* An Example Policy Set Configuration

Load-Aware Resource Placement

You can configure a database so that Oracle Clusterware is aware of the CPU
requirements and limits for the given database.

Oracle Clusterware uses this information to place the database resource only on
servers that have a sufficient number of CPUs, amount of memory, or both.

If you have configured resources with CPU or memory requirements in Oracle
Clusterware, then Oracle Clusterware will only attempt to start those resources on the
servers that have that meet those requirements. For database resources, specifically,
you can configure the CPU or memory values into the CPU_COUNT and MEMORY_TARGET
instance parameters, respectively.

# Note:

Configuring the instance parameters requires the following:
e For CPU (Instance Caging), the Resource Manager must be enabled

e For memory, Automatic Memory Management must be used for the
database

When you add or modify a database instance, you can configure load-aware resource
placement, as follows:

$ srvctl nodify database -db db_uni que_name -cpucount cpu_count -
menor yt arget nmenory_target

In the preceding example, cpu_count refers to the number of workload CPUs and
menory_t arget refers to the target memory, in MB, used by the resource.

If the Resource Manager is enabled in the database, then Oracle Clusterware

sets the CPU_COUNT parameter to the value of - cpucount . Also, if Automatic
Memory Management is enabled for the database, then Oracle Clusterware sets the
MEMORY_TARGET database parameter to the value of - nenoryt ar get .

Related Topics
e QOracle Database Reference
e QOracle Database Reference

e Oracle Database Administrator’s Guide
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Server Configuration and Server State Attributes

Oracle Clusterware assigns each server a set of attributes as soon as you add a
server to a cluster.

Some of these attributes describe the physical characteristics of the server, while
others describe the state conditions of the server. Also, there are other server
attributes which you can modify that help further categorize servers. If you remove
the server from the cluster, then Oracle Clusterware deletes the server object.

You use server configuration attributes to categorize servers, as part of a server
categorization management policy.

The following table lists and describes server configuration attributes.

Table 3-4 Server Configuration Attributes

____________________________________________________________________________________________|]
Attribute Description

ACTI VE_CSS_ROLE Role being performed by the server. A server can have the hub role, which is a
designated role for a server in an Oracle Flex Cluster or the designated role for
any node in an Oracle Clusterware standard Cluster.

Note: You cannot configure this attribute.
CONFI GURED_CSS_RCLE Configured role for the server. A server can have the hub role, which is the

designated role for a server in an Oracle Flex Cluster or the designated role for
any node in an Oracle Clusterware standard Cluster.

Note: You cannot configure this attribute.

CPU_CLOCK_RATE CPU clock rate in megahertz (MHz)
CPU_COUNT Number of processors
CPU_EQUI VALENCY The relative value (expressed as a positive integer greater than or equal to

1) that Oracle Clusterware uses to describe that the CPU power provided by

a server may deviate (positively or negatively) from its physical representation
using a baseline of 1000, for example. A value lower than 1000 describes that,
despite a certain value for the CPU_COUNT and CPU_CLOCK_RATE parameters, the
equivalent power provided by this server is respectively lower.

Use the following commands to view or modify, respectively, this attribute on the
local server:

crsctl get cpu equival ency
crsctl set cpu equival ency

CPU_HYPERTHREADI NG Status of hyperthreading for the CPU. A value of 0 signifies that hyperthreading is
not in use. A value of 1 signifies that hyperthreading is in use.

MEMORY_SI ZE Memory size in megabytes (MB)

NANVE The name of the server.

RESOURCE_USE_ENABLED A server pool resource management parameter. If the value for this attribute is 1,

which is the default, then the server can be used for resource placement. If the
value is 0, then Oracle Clusterware disallows starting server pool resources on
the server. The server remains in the Free pool.

You can review the setting and control this attribute for each cluster member node
by using the crsct| get resource useandcrsctl set resource use
commands.
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Table 3-4 (Cont.) Server Configuration Attributes

Attribute

Description

SERVER_LABEL

An arbitrary value that you can use to label the server. You can use this attribute
when setting up server categories. For example, you can specify a location (such
as building_A or building_B), which makes it possible to put servers into pools
where location is a requirement, by creating an appropriate server category and
using it for the server pool.

Use the following commands to view or modify, respectively, this attribute on the
local server:

crsctl get server |abel
crsctl set server |abel

The following table lists and describes read-only server state and configuration

Table 3-5 Server State Attributes

Attribute

Description

ACTI VE_POOLS

STATE

ORACLE

A space-delimited list of the names of the server pools to which a server belongs.
Oracle Clusterware manages this list automatically.

A server can be in one of the following states:

e ONLI NE: The server is a member of the cluster and is available for resource
placement.

e OFFLI NE: The server is not currently a member of the cluster. Subsequently,
it is not available for resource placement.

« JO NI NG When a server joins a cluster, Oracle Clusterware processes the
server to ensure that it is valid for resource placement. Oracle Clusterware
also checks the state of resources configured to run on the server. Once
the validity of the server and the state of the resources are determined, the
server transitions out of this state.

¢ LEAVI NG When a planned shutdown for a server begins, the state of the
server transitions to LEAVI NG, making it unavailable for resource placement.

< VI SI BLE: Servers that have Oracle Clusterware running, but not the Cluster
Ready Services daemon (CRSD), are put into the VI SI BLE state. This
usually indicates an intermittent issue or failure and Oracle Clusterware
trying to recover (restart) the daemon. Oracle Clusterware cannot manage
resources on servers while the servers are in this state.

«  RECONFI GURI NG When servers move between server pools due to server
pool reconfiguration, a server is placed into this state if resources that ran
on it in the current server pool must be stopped and relocated. This happens
because resources running on the server may not be configured to run in
the server pool to which the server is moving. As soon as the resources are
successfully relocated, the server is put back into the ONLI NE state.

Usethecrsctl status server command to obtain server information.
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Table 3-5 (Cont.) Server State Attributes
]

Attribute

Description

STATE_DETAI LS

This is a read-only attribute that Oracle Clusterware manages. The attribute
provides additional details about the state of a server. Possible additional details
about a server state are:

Server state: ONLI NE:
«  AUTOSTARTI NG RESCURCES

Indicates that the resource autostart procedure (performed when a server
reboots or the Oracle Clusterware stack is restarted) is in progress for the
server.

e AUTOSTART QUEUED
The server is waiting for the resource autostart to commence. Once that
happens, the attribute value changes to AUTOSTARTI NG RESOURCES.
Server state: RECONFI GURI NG
e STOPPI NG RESCURCES

Resources that are restricted from running in a new server pool are stopping.
e STARTI NG RESCURCES

Resources that can run in a new server pool are starting.
«  RECONFI G FAI LED

One or more resources did not stop and thus the server cannot transition
into the ONLI NE state. At this point, manual intervention is required. You
must stop or unregister resources that did not stop. After that, the server
automatically transitions into the ONLI NE state.

Server state: JO NI NG
e CHECKI NG RESCURCES

Whenever a server reboots, the Oracle Clusterware stack restarts, or CRSD
on a server restarts, the policy engine must determine the current state of
the resources on the server. While that procedure is in progress, this value is
returned.

Memory Pressure Management for Database Servers

ORACLE

Enterprise database servers can use all available memory due to too many open
sessions or runaway workloads. Running out of memory can result in failed
transactions or, in extreme cases, a restart of the server and the loss of a valuable
resource for your applications. Oracle Database QoS Management detects memory
pressure on a server in real time and redirects new sessions to other servers to
prevent using all available memory on the stressed server.

When Oracle Database QoS Management is enabled and managing an Oracle
Clusterware server pool, Cluster Health Monitor sends a metrics stream that provides
real-time information about memory resources for the cluster servers to Oracle
Database QoS Management. This information includes the following:

*  Amount of available memory
e Amount of memory currently in use

If Oracle Database QoS Management determines that a node is under memory stress,
then the database services managed by Oracle Clusterware are stopped on that node,
preventing new connections from being created. After the memory stress is relieved,
the services on that node are restarted automatically, and the listener starts sending
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new connections to that server. Memory pressure can be relieved in several ways (for
example, by closing existing sessions or by user intervention).

Rerouting new sessions to different servers protects the existing workloads on the
memory-stressed server and enables the server to remain available. Managing the
memory pressure for servers adds a new resource protection capability in managing
service levels for applications hosted on Oracle RAC databases.

Server Category Attributes

You define servers into named categories, and assign attributes that define servers as
members of that category.

Some attributes that you can use to define members of a category describe the state
conditions for the server, and others describe the physical characteristics of the server.
You can also create your own characteristics to define servers as members of a
particular category.

# Note:

If you change the value of any of the server attributes listed in the

EXPRESSI ON server category attribute, then you must restart the Oracle
Clusterware technology stack on the affected servers before the new values
take effect.

The following table lists and describes possible server category attributes.

Table 3-6 Server Category Attributes
|

Attribute

Description

NAVE

The name of the server category, which you must specify when you create the
server category. Server category hames must be unique within the domain of
names of user-created entities, such as resources, types, and servers. A server
pool name has a 254 character limit and can contain any platform-supported
characters except the exclamation point (!) and the tilde (~). A server pool name
cannot begin with a period nor with ora.

ACTI VE_CSS_ROLE Active role for the server, which is hub for a server that is a Hub Node in either an

ORACLE

Oracle Flex Cluster or an Oracle Clusterware standard Cluster. This is the default
value in either case.
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Table 3-6 (Cont.) Server Category Attributes

Attribute

Description

EXPRESSI ON

A set of server attribute names, values, and conditions that can be evaluated for
each server to determine whether it belongs to the category. Table 3-4 lists and
describes server attributes.

Acceptable comparison operators include:

=: equal

eqi: equal, case insensitive

>: greater than

<: less than

I=: not equal

CO: contains

coi: contains, case insensitive
st: starts with

en: ends with

nc: does not contain

nci: does not contain, case insensitive

Acceptable boolean operators include:

AND
OR

Note: Spaces must surround the operators used in the EXPRESS| ON string.
For example:

EXPRESSI ON=' ((NAME = server1l) OR (NAME = server2))'"

An Example Policy Set Configuration

ORACLE

In this example, you have a four-node cluster that is used by three different
applications, appl, app2, and app3, and that you have created three server pools,
pooll, pool2, and pool3. You configure the server pools such that each application is
assigned to run in its own server pool, and that appl1 wants to have two servers, and
app2 and app3 each want one server.

The server pool configurations are as follows:

$ crsctl status serverpool pooll -p
NAVE=pool 1

| MPORTANCE=0

M N_SI ZE=2

MAX_SI ZE=2

SERVER_NAMES=

PARENT_POOLS=

EXCLUSI VE_POOLS=

ACL=owner : nj k: rwx, pgr p: g900: rwx, ot her::r--
SERVER_CATEGORY=

$ crsctl status serverpool pool2 -p

NAVE=pool 2
| MPORTANCE=0
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M N_SI ZE=1

MAX_SI ZE=1

SERVER_NAMES=

PARENT_PQOOLS=

EXCLUSI VE_PQOOLS=

ACL=owner : nj k: rwx, pgr p: g900: rwx, ot her::r--
SERVER _CATEGCORY=

$ crsctl status serverpool pool3 -p
NAME=pool 3

| MPORTANCE=0

M N_SI ZE=1

MAX_SI ZE=1

SERVER_NAMES=

PARENT_PQOOLS=

EXCLUSI VE_PQOOLS=

ACL=owner : nj k: rwx, pgr p: g900: rwx, ot her: :r--
SERVER _CATEGCORY=

" Note:

The crsctl status serverpool command shown in the preceding
examples only functions if you created the server pools using CRSCTL.

This configuration, however, does not consider the fact that some applications need
server time at different times of the day, week, or month. Email applications, for
example, typically use more resources during business hours and use less resources
at night and on weekends.

Further assume that app1 requires two servers during business hours, but only
requires one server at night and does not require any servers on weekends. At
the same time, app2 and app3 each require one server during business hours,
while at night, app2 requires two servers and app3 requires one. On the weekend,
app2 requires one server and app3 requires three. This scenario suggests three
configurations that you must configure for the cluster:

1. Day Time:

appl uses two servers
app2 and app3 use one server, each

2. Night Time:

appl uses one server
app2 uses two servers
app3 uses one server

3. Weekend:

appl is not running (O servers)
app2 uses one server
app3 uses three servers

Policy Set Creation
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Given these assumptions, run the crsctl create policyset command to create

a policy set with a single policy named Def aul t , which reflects the configuration
displayed by the crsct| status serverpool command. You can use the Def aul t
policy to create other policies to meet the needs assumed in this example. The crsct |
create policyset command creates a text file similar to Example 3-1.

Example 3-1 Policy Set Text File

SERVER _POOL_NAMES=Free pool 1 pool 2 pool 3
PQOLI CY
NAVE=Def aul t
SERVERPOOL
NAMVE=pool 1
| MPORTANCE=0
MAX_SI ZE=2
M N_SI ZE=2
SERVER_CATEGORY=
SERVERPOOL
NAMVE=pool 2
| MPORTANCE=0
MAX_SI ZE=1
M N_SI ZE=1
SERVER_CATEGORY=
SERVERPOOL
NAMVE=pool 3
| MPORTANCE=0
MAX_SI ZE=1
M N_SI ZE=1
SERVER_CATEGORY=

Policy Modification

To modify the preceding policy set to meet the needs assumed in this example, edit
the text file to define policies for the three scenarios discussed previously, by changing
the name of the policy from Def aul t to DayTi me. Then, copy the policy and paste it
twice to form two subsequent policies, which you name Ni ght Ti me and Weekend, as
shown in Example 3-2.

Example 3-2 Modified Policy Set Text File

SERVER POOL_NAMES=Free pool 1 pool 2 pool 3
PQLI CY
NAVE=DayTime
SERVERPOOL
NAVE=pool 1
| MPORTANCE=0
MAX_SIZE=2
MIN_SIZE=2
SERVER_CATEGORY=
SERVERPOOL
NAVE=pool 2
| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGORY=
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SERVERPOCOL

NAVE=pool 3

| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGORY=

PQOLI CY
NAME=NightTime
SERVERPOOL

NAVE=pool 1

| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGORY=

SERVERPOCOL

NAVE=pool 2

| MPORTANCE=0
MAX_SIZE=2
MIN_SIZE=2
SERVER_CATEGORY=

SERVERPOCOL

NAVE=pool 3

| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGORY=

PQLI CY
NAMVE=Weekend
SERVERPOCL

NAVE=pool 1

| MPORTANCE=0
MAX_SIZE=0
MIN_SIZE=0
SERVER_CATEGORY=

SERVERPOCOL

NAVE=pool 2

| MPORTANCE=0
MAX_SI1ZE=1
MIN_SIZE=1
SERVER_CATEGORY=

SERVERPOCOL

NAVE=pool 3

| MPORTANCE=0
MAX_SIZE=3
MIN_SIZE=3
SERVER_CATEGORY=

Chapter 3
An Example Policy Set Configuration

Notice that, in addition to changing the names of the individual policies, the MAX_SI ZE
and M N_SI ZE policy attributes for each of the server pools in each of the policies were
also modified according to the needs of the applications.
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The following command registers the policy set stored in a file with Oracle
Clusterware:

$ crsctl nodify policyset -file file_name

You can achieve the same results as shown in the previous examples by editing the
Def aul t policy set, as a whole, using the crsct! modi fy policyset command, and
by using the crsctl nodify serverpool command to change individual server pool
attributes for a specific policy.

The following command modifies the Def aul t policy set to manage the three server
pools:

$ crsctl nodify policyset -attr "SERVER POOL_NAMES=Free pool 1 pool 2
pool 3"

The following commands add the three policies:

$ crsctl add policy DayTime
$ crsctl add policy NightTime
$ crsctl add policy Weekend

The following commands configure the three server pools according to the
requirements of the policies:

$ crsctl nodify serverpool pooll -attr "M N_SIZE=2, MAX_SI ZE=2" -policy
DayTi e

$ crsctl nodify serverpool pooll -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
Ni ght Ti ne

$ crsctl nodify serverpool pooll -attr "M N_SIZE=0, MAX_SI ZE=0" -policy
Weekend

$ crsctl nodify serverpool pool2 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
DayTi e

$ crsctl nodify serverpool pool2 -attr "M N_SIZE=2, MAX_SI ZE=2" -policy
Ni ght Ti ne

$ crsctl nodify serverpool pool2 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
Weekend

$ crsctl nodify serverpool pool3 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
DayTi e

$ crsctl nodify serverpool pool3 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
Ni ght Ti ne

$ crsctl nodify serverpool pool3 -attr "M N_SIZE=3, MAX_SI ZE=3" -policy
Weekend

There are now three distinct policies to manage the server pools to accommodate the
requirements of the three applications.

Policy Activation
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The policy set is now configured and controlling the three server pools with three
different policies. You can activate policies when necessary, prompting Oracle
Clusterware to reconfigure a server pool according to each policy's configuration.

The following command activates the DayTi ne policy:

$ crsctl nodify policyset -attr "LAST_ACTI VATED POLI CY=DayTime"

The current status of the resources is as follows:

$ crsctl status resource -t

appl
1
2
app2
1
app3
1
ORACLE

Target State Server State details

ONLINE ONLI NE nj k_has3_2 STABLE
ONLINE ONLI NE mj k_has3_0 STABLE
ONLINE ONLI NE mj k_has3_1 STABLE
ONLINE ONLI NE nj k_has3_3 STABLE

The status of the server pools is as follows:

$ crsctl stat serverpool
NAME=Fr ee
ACTI VE_SERVERS=

NAME=Ceneri ¢
ACTI VE_SERVERS=

NAME=pool 1
ACTI VE_SERVERS=nj k_has3_0 nj k_has3_2

NAME=pool 2
ACTI VE_SERVERS=nj k_has3_1

NAME=pool 3
ACTI VE_SERVERS=nj k_has3_3

The servers are allocated according to the DayTi ne policy and the applications run on
their respective servers.

The following command activates the Weekend policy (remember, because the server
pools have different sizes, as servers move between server pools, some applications
will be stopped and others will be started):

$ crsctl nodify policyset -attr "LAST_ACTI VATED POLI CY=Weekend"
CRS-2673: Attenpting to stop 'appl' on 'njk_has3 2'
CRS-2673: Attenpting to stop '"appl' on 'njk _has3 0'
CRS-2677: Stop of '"appl' on 'njk_has3_0' succeeded
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CRS-2672: Attenpting to start 'app3' on 'njk_has3_0'
CRS-2677: Stop of '"appl' on 'njk_has3_2' succeeded

CRS-2672: Attenpting to start 'app3' on 'njk_has3_2'
CRS-2676: Start of "app3' on 'mjk_has3 2' succeeded
CRS-2676: Start of "app3' on 'mjk_has3 0' succeeded

The current status of the resources is as follows:

status resource -t

Target State Server State details

ONLINE  OFFLI NE STABLE
ONLINE  OFFLI NE STABLE
ONLINE ONLINE nj k_has3_1 STABLE
ONLINE ONLINE nj k_has3_0 STABLE
ONLINE  ONLINE nj k_has3_2 STABLE
ONLINE  ONLINE nj k_has3_3 STABLE

The status of the server pools is as follows:

$ crsctl status serverpool
NAME=Fr ee
ACTI VE_SERVERS=

NAMVE=Ceneri ¢
ACTI VE_SERVERS=

NAME=pool 1
ACTI VE_SERVERS=

NAME=pool 2
ACTI VE_SERVERS=nj k_has3_1

NAME=pool 3
ACTI VE_SERVERS=nj k_has3_0 nj k_has3_2 njk_has3_3

Using the crsct] nodi fy policyset command, Oracle Clusterware changed server
pool configuration, moved servers according to the requirements of the policy, and
stopped and started the applications.

Related Topics
e Oracle Clusterware Control (CRSCTL) Utility Reference
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An Oracle Flex Cluster scales Oracle Clusterware to large numbers of nodes.
This chapter includes the following topics:

e Overview of Oracle Flex Clusters
e Managing Oracle Flex Clusters

¢ Oracle Extended Clusters

Overview of Oracle Flex Clusters

Oracle Grid Infrastructure installed in an Oracle Flex Cluster configuration is a
scalable, dynamic, robust network of nodes.

Oracle Flex Clusters provide a platform for a variety of applications, including Oracle
Real Application Clusters (Oracle RAC) databases with large numbers of nodes.
Oracle Flex Clusters also provide a platform for other service deployments that require
coordination and automation for high availability.

All nodes in an Oracle Flex Cluster belong to a single Oracle Grid Infrastructure
cluster. This architecture centralizes policy decisions for deployment of resources
based on application needs, to account for various service levels, loads, failure
responses, and recovery.

Oracle Flex Clusters contain Hub Nodes and any number of other supported nodes.
The number of Hub Nodes in an Oracle Flex Cluster can be as many as 64. The
number of other nodes can be many more. Hub Nodes can host different types of
applications.

Hub Nodes are similar to Oracle Grid Infrastructure nodes in an Oracle Clusterware
standard Cluster configuration: they are tightly connected, and have direct access to
shared storage. Use Hub Nodes to host read-write database instances.

Other supported nodes in an Oracle Flex Cluster are different from standard Oracle
Grid Infrastructure nodes, in that they do not require direct access to shared storage,
but instead request data through Hub Nodes. Use other nodes to host read-only
database instances.

" Note:

Read-write and read-only database instances of the same primary database
can coexist in an Oracle Flex Cluster.

Hub Nodes can run in an Oracle Flex Cluster configuration without having any other
nodes as cluster member nodes, but other nodes must be members of a cluster that
includes at least one Hub Node.
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< Note:

If you upgrade an Oracle Flex Cluster, then Oracle recommends that you
upgrade the Hub Nodes first, and that you also have any upgraded Hub
Nodes up and running as part of the upgrade process.

Reader Nodes

You can use other nodes to host Oracle RAC database instances that run in read-only
mode, which become reader nodes. You can optimize these nodes for parallel query
operations by provisioning nodes with a large amount of memory so that data is
cached in the hosting node.

A hosting node sends periodic heartbeat messages to its associated Hub Node, which
is different from the heartbeat messages that occur between Hub Nodes. During
planned shutdown of the Hub Nodes, a hosting node attempts to connect to another
Hub Node, unless the hosting node is connected to only one Hub Node. If the Hub
Node is evicted, then the hosting node is also evicted from the cluster.

Managing Oracle Flex Clusters

Use CRSCTL to manage Oracle Flex Clusters after successful installation of Oracle
Grid Infrastructure for either a small or large cluster.

This section includes the following topics:
e Changing the Cluster Mode
Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide
e Oracle Clusterware Control (CRSCTL) Utility Reference

Changing the Cluster Mode

ORACLE

You can change the mode of an existing Oracle Clusterware standard Cluster to be an
Oracle Flex Cluster.

" Note:

e Changing the cluster mode requires cluster downtime.

e Oracle does not support changing an Oracle Flex Cluster to an Oracle
Clusterware standard Cluster.

e Oracle Flex Cluster requires Grid Naming Service (GNS).

e Zone delegation is not required.
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Changing an Oracle Clusterware Standard Cluster to an Oracle Flex Cluster

Use CRSCTL to change an existing Oracle Clusterware standard Cluster to an Oracle
Flex Cluster.

Perform the following steps:

1.

Run the following command to determine the current mode of the cluster:

$ crsctl get cluster node status

Run the following command to ensure that the Grid Naming Service (GNS) is
configured with a fixed VIP:

$ srvctl config gns

This procedure cannot succeed unless GNS is configured with a fixed VIP. If there
is no GNS, then, as r oot , create one, as follows:

# srvctl add gns -vip vip_name | ip_address

Run the following command as r oot to start GNS:

# srvctl start gns

Use the Oracle Automatic Storage Management Configuration Assistant (ASMCA)
to enable Oracle Flex ASM in the cluster before you change the cluster mode.

Run the following command as r oot to change the mode of the cluster to be an
Oracle Flex Cluster:

# crsctl set cluster node flex

Stop Oracle Clusterware by running the following command as r oot on each node
in the cluster:

# crsctl stop crs

Start Oracle Clusterware by running the following command as r oot on each node
in the cluster:

# crsctl start crs -wait

< Note:

Use the - wai t option to display progress and status messages.

Related Topics

ORACLE

Oracle Automatic Storage Management Administrator's Guide
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Oracle Extended Clusters

You can extend an Oracle RAC cluster across two, or more, geographically separate
sites, each equipped with its own storage. In the event that one of the sites fails, the
other site acts as an active standby.

Both Oracle ASM and the Oracle Database stack, in general, are designed to use
enterprise-class shared storage in a data center. Fibre Channel technology, however,
enables you to distribute compute and storage resources across two or more data
centers, and connect them through ethernet cables and Fibre Channel, for compute
and storage needs, respectively.

While you can configure Oracle Extended Clusters when you install Oracle Grid
Infrastructure, you can also do so post installation using the Convert ToExt ended script.
You manage your Oracle Extended Cluster using CRSCTL.

Configuring Oracle Extended Clusters

This procedure is only supported for clusters that have been installed with or upgraded
to Oracle Grid Infrastructure 12c release 2 (12.2), or later, which are typically
configured with one site (default site).

" Note:

This procedure requires that all nodes in the cluster be accessible. There will
also be a cluster outage during which time database access is disrupted.

You can configure an Oracle Extended Cluster with one or many disk groups and with
multiple failure groups. Using the Convert ToExt ended script you can create multiple
data sites and associate a node with each data site. All Oracle Flex ASM storage
remains associated with the default cluster site because there is no mechanism to
convert an existing disk group to an extended disk group. After you convert your
cluster to an Oracle Extended Cluster, the voting file membership remains flat, and not
hierarchical.

You must also add an extended disk group, and migrate the voting files to the
extended disk group to take advantage of a site-specific hierarchical voting file
algorithm.

Use CRSCTL to query the cluster, as follows, to determine its extended status:

$ crsctl get cluster extended
CRS-6579: The cluster is 'NOT EXTENDED

$ crsctl query cluster site -all
Site "crsclus' identified by ' 7b7b3bef 4c1f 5f f 9f f 8765bceb45433a’ in state ' ENABLED ,
and contai ns nodes 'nodel, node2, node3, node4', and disks '

The preceding example identifies a cluster called cr scl us that has four nodes—
nodel, node2, node3, and node4—and a disk group—dat adg. The cluster has one site
configured.
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Shut down the Oracle Clusterware stack to prevent some Oracle Flex ASM instances,
cssd, and cr sd from considering the cluster mode is not extended, and other
components to consider that it is extended. The advantage to keeping the Grid Plug
and Play daemon (gpnpd) online is that the profile gets updated on the remote nodes.
When you next start the Oracle Clusterware stack, the cluster mode will be extended.

# crsctl stop cluster -all

1. On the first node in the cluster, run the following command:

$ rootcrs.sh -converttoextended -firstnode -sites site_list -site site_name

2. Runcrsctl check css to ensure that Cluster Synchronization Servcies (CSS) is
not running on any remote nodes.

3. Generate the site names and the site GUIDs, using the following command:

$ crsctl query cluster site -all

The preceding command displays output similar to the following:

Site 'SiteA” identified by GU D ' 7b7b3bef 4clf 5ff 9f f 8765bceb45433a’ in state
"ONLI NE' contains nodes 'nodel, node2, node3', and disks 'diskl, disk2, disk3".

Site 'SiteB identified by GUI D '23453bef 4clf 5ff 9f f 8765bceb45433a’ in state
" QUARANTI NED cont ai ns nodes 'node4, node5, node6', and di sks 'disk4, disk5,

di ské' .

Site 'SiteQ identified by GUI D '98763bef 4clf 5ff 9f f 8765bceb45433a’ in state
"ONLINE' contains no nodes and disk 'disk7'.

Site 'SiteD identified by GU D '4abcd453c6bc6f clf f d3a58849d5bad4l’ in state
"ONLINE' contains nodes 'cuj1234' and no disk

Update the checkpoint with this information, and copy it to the rest of the nodes in
the cluster.

4. Update the Grid Plug and Play profile and set ext _node to TRUE using the
following commands:

$ cd $Gid_home/ gpnp/ host _nane/ profil es/ peer

$ gpnptool getpval -p=profile.xm -prf_sq -o=tenp_file // run_gpnptool _getpval ()
$ gpnptool edit -p=profile.xm -asmext="" prf_sqg=seq+l -o=profile_ext.xmn

" Note:

The value of prf _sq must be greater than what is in the current profile for
the Profi | eSequence key.

$ gpnptool sign -p=profile_ext.xm -o=profile_ext_sign.xmn
$ nv profile_ext_sign.xn profile. xn
$ gpnpt ool put -p=profile.xn
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5. Add sites to the local configuration, as follows:

$ crsctl add crs site site_name -guid site_guid -local

6. Add sites to the global configuration, as follows (this requires that OCR be
running):

$ crsctl add crs site site_nanme -guid site_guid

7. Update the to-site mapping in the local configuration for this node, as follows:
$ crsctl modify cluster site site_nanme -n |ocal _host -local

8. Update the node-to-site mapping, as follows:
$ crsctl nodify cluster site site_name -n hostl, host2,

9. Stop and then start the Oracle High Availability Services stack, as follows:

# crsctl stop crs
# crsctl start crs

Do the following on the rest of the nodes in the cluster:

1. Extend the cluster to the specific node, as follows:

$ rootcrs.sh -converttoextended -site site_nane

2. Ensure that CSS is not running on any remote nodes.
3. Look up new sites and the site GUIDs using the previous checkpoint information.

4. Add sites to the local configuration, as follows:
$ crsctl add crs site site name -guid site guid -1ocal

5. Update the to-site mapping in the local configuration for this node, as follows:
$ crsctl nodify cluster site site_nanme -n |ocal _host -Iocal

6. Stop and then start the Oracle High Availability Services stack, as follows:

# crsctl stop crs
# crsctl start crs

After you finish configuring the Oracle Extended Cluster, run the following command to
verify the configuration:

$ crsctl get cluster extended
CRS- XXXX: The cluster is ' EXTENDED

$ crsctl query cluster site -all

Site 'crsclus' identified by ' 7b7b3bef 4c1f 5f f 9f f 8765bceb45433a’ is ' ONLINE , and
contains nodes '', and disks ''.

Site 'ny' identified by '888b3bef4clf5ffoff8765bceb45433a" is 'ONLINE , and \
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contai ns nodes 'nodel, node2', and disks
Site 'nj' identified by '999b3bef 4c1f5ff 9f f 8765bceb45433a" is 'ONLINE , and \
contai ns nodes 'node3, node4', and disks '’

The output in the preceding command examples is similar to what CRSCTL displays
when you run the commands.
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Oracle Fleet Patching and Provisioning
Overview

Oracle Fleet Patching and Provisioning is a software lifecycle management method for
provisioning and maintaining Oracle homes.

Oracle Fleet Patching and Provisioning (Oracle FPP) enables mass deployment and
maintenance of standard operating environments for databases, clusters, and user-
defined software types. With Oracle Fleet Patching and Provisioning, you can also
install clusters and provision, patch, scale, and upgrade Oracle Grid Infrastructure
and Oracle Database 119 release 2 (11.2), and later. Additionally, you can provision
applications and middleware.

# Note:

Starting with Oracle Grid Infrastructure 19c, the feature formerly known
as Rapid Home Provisioning (RHP) is now Oracle Fleet Patching and
Provisioning (Oracle FPP).

Fleet Patching and Provisioning Architecture

ORACLE

The Fleet Patching and Provisioning architecture consists of a Fleet Patching and
Provisioning Server and any number of Fleet Patching and Provisioning Clients and
targets.

Oracle recommends deploying the Fleet Patching and Provisioning Server in a multi-
node cluster so that it is highly available.

The Fleet Patching and Provisioning Server cluster is a repository for all data, of which
there are primarily three types:

e Gold images
*  Working copies and clients
» Metadata related to users, roles, permissions, and identities

The Fleet Patching and Provisioning Server acts as a central server for provisioning
Oracle Database homes, Oracle Grid Infrastructure homes, and other application
software homes, making them available to the cluster hosting the Fleet Patching and
Provisioning Server and to the Fleet Patching and Provisioning Client clusters, their
targets, and non-client targets.

Users operate on the Fleet Patching and Provisioning Server or Fleet Patching and
Provisioning Client to request deployment of Oracle homes or to query gold images.
When a user makes a request for an Oracle home, specifying a gold image, the
Fleet Patching and Provisioning Client communicates with the Fleet Patching and
Provisioning Server to pass on the request. The Fleet Patching and Provisioning
Server processes the request by taking appropriate action to instantiate a copy of the
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gold image, and to make it available to the Fleet Patching and Provisioning Client
cluster using available technologies such as Oracle Automatic Storage Management
Cluster File System (Oracle ACFS) and local file systems.

Oracle Fleet Patching and Provisioning Server

The Oracle Fleet Patching and Provisioning Server (FPPS) is a highly available
software provisioning system that uses Oracle Automatic Storage Management
(Oracle ASM), Oracle Automatic Storage Management Cluster File System (Oracle
ACFS), Grid Naming Service (GNS), and other components.

The Oracle Fleet Patching and Provisioning Server primarily acts as a central server
for provisioning Oracle homes, making them available to Oracle Fleet Patching and
Provisioning Client and targets.

Features of the Oracle Fleet Patching and Provisioning Server:

» Efficiently stores gold images and image series for the managed homes, including
separate binaries, and metadata related to users, roles, and permissions.

»  Stores working copies and Oracle Fleet Patching and Provisioning Client
information.

* Provides a list of available homes to clients upon request.

» Patch a software home once and then deploy the home to any Oracle Fleet
Patching and Provisioning Client or any other target, instead of patching every
site.

* Provides the ability to report on existing deployments.
* Deploys homes on physical servers and virtual machines.
* Notifies subscribers of changes to image series.

* Maintains an audit log of all RHPCTL commands run.

Oracle Fleet Patching and Provisioning Targets

Computers of which Oracle Fleet Patching and Provisioning is aware are known as
targets.

Oracle Fleet Patching and Provisioning Servers can create new targets, and can
also install and configure Oracle Grid Infrastructure on targets with only an operating
system installed. Subsequently, Oracle Fleet Patching and Provisioning Server can
provision database and other software on those targets, perform maintenance, scale
the target cluster, in addition to many other operations. All Oracle Fleet Patching
and Provisioning commands are run on the Oracle Fleet Patching and Provisioning
Server. Targets running the Oracle Fleet Patching and Provisioning Client in Oracle
Clusterware 12c release 2 (12.2), and later, may also run many of the Oracle Fleet
Patching and Provisioning commands to request new software from the Oracle Fleet
Patching and Provisioning Server and initiate maintenance themselves, among other
tasks.
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< Note:

The Oracle Fleet Patching and Provisioning Server communicates with
Oracle Grid Infrastructure Clusters at version 12.2.0.1 and later through an
Oracle Fleet Patching and Provisioning Client that can be configured and
started up on the target cluster. The Oracle Fleet Patching and Provisioning
Client is not supported for targets at Oracle Grid Infrastructure version 12.1
and earlier, on all versions of Oracle Restart and database standalone
targets, such as database homes without an Oracle Grid Infrastructure home
or Oracle Restart home.

Oracle Fleet Patching and Provisioning Clients

ORACLE

The Oracle Fleet Patching and Provisioning Client is part of the Oracle Grid
Infrastructure. Users operate on an Oracle Fleet Patching and Provisioning Client to
perform tasks such as requesting deployment of Oracle homes and listing available
gold images.

When a user requests an Oracle home specifying a gold image, the Oracle Fleet
Patching and Provisioning Client communicates with the Oracle Fleet Patching

and Provisioning Server to pass on the request. The Oracle Fleet Patching and
Provisioning Server processes the request by instantiating a working copy of the gold
image and making it available to the Oracle Fleet Patching and Provisioning Client
using Oracle ACFS or a different local file system.

The difference between an Oracle FPP Target and an Oracle FPP Client is that

the Oracle FPP Client has Oracle Grid Infrastructure installed and the additional
rhpcl i ent component enabled. This additional r hpcl i ent component allows the
Oracle FPP Client to initiate the tasks, while on Oracle FPP Targets only the Oracle
FPP Server can initiate the operations. All the remote targets managed by the Oracle
FPP Servers are known as Oracle FPP Targets.

The Oracle Fleet Patching and Provisioning Client:

e Can use Oracle ACFS to store working copies of gold images which can be rapidly
provisioned as local homes; new homes can be quickly created or undone using
Oracle ACFS snapshots.

# Note:

Oracle supports using other local file systems besides Oracle ACFS.

* Provides a list of available homes from the Oracle Fleet Patching and Provisioning
Server.

» Has full functionality in Oracle Clusterware 12c release 2 (12.2) and can
communicate with Oracle Fleet Patching and Provisioning Servers from Oracle
Clusterware 12c release 2 (12.2), or later.

Related Topics

e Creating a Fleet Patching and Provisioning Client
Users operate on a Fleet Patching and Provisioning Client to perform tasks such
as requesting deployment of Oracle homes and querying gold images.
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Authentication Options for Oracle Fleet Patching and Provisioning

Operations

ORACLE

Some RHPCTL commands show authentication choices as an optional parameter.

Specifying an authentication option is not required when running an RHPCTL
command on an Oracle Fleet Patching and Provisioning Client, nor when running

an RHPCTL command on the Oracle Fleet Patching and Provisioning Server and
operating on an Oracle Fleet Patching and Provisioning Client, because the server and
client establish a trusted relationship when the client is created, and authentication is
handled internally each time a transaction takes place. (The only condition for server/
client communication under which an authentication option must be specified is when
the server is provisioning a new Oracle Grid Infrastructure deployment—in this case,
the client does not yet exist.)

To operate on a target that is not an Oracle Fleet Patching and Provisioning Client,
you must provide the Oracle Fleet Patching and Provisioning Server with information
allowing it to authenticate with the target. The options are as follows:

e Provide the r oot password (on st di n) for the target
* Provide the sudo user name, sudo binary path, and the password (st di n) for target

* Provide a password (either r oot or sudouser) non-interactively from local
encrypted store (using the - cr ed authentication parameter)

* Provide a path to the identity file stored on the Oracle Fleet Patching and
Provisioning Server for SSL-encrypted passwordless authentication (using the
-aut h sshkey option)

Passwordless Authentication Details

The Oracle Fleet Patching and Provisioning Server can authenticate to targets over
SSH using a key pair. To enable this option, you must establish user equivalence
between the crsusr on the Oracle Fleet Patching and Provisioning Server and r oot or
a sudouser on the target.

< Note:

The steps to create that equivalence are platform-dependent and so not
shown in detail here. For Linux, see commands ssh- keygen to be run on
the target and ssh- copy-i d to be run on the Oracle Fleet Patching and
Provisioning Server.

For example, assuming that you have established user equivalency between cr susr
on the Oracle Fleet Patching and Provisioning Server and r oot on the target node,
nonRHPC i ent 4004. exanpl e. com and saved the key information on the Oracle Fleet
Patching and Provisioning Server at/ hone/ or acl e/ r hp/ ssh- key/ key - pat h,
then the following command will provision a copy of the specified gold image to the
target node with passwordless authentication:

$ rhpctl add worki ngcopy -workingcopy db12102_160607wcl -i mage
db12102_160607
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-target node nonRHPCl i ent 4004. exanpl e. com - path /u01/ app/ or acl e/
12. 1/ rhp/ dbhone_1
-oracl ebase /u0l/app/oracle -auth sshkey -argl user:root -arg2
identity file:/home/oraclel/rhp/ssh-keyl/key

For equivalency between cr susr on the Oracle Fleet Patching and Provisioning
Server and a privileged user (other than r oot ) on the target, the - aut h portion of
the command would be similar to the following:

-auth sshkey -argl user:ssh_user -arg2
identity file:path to identity file on RHPS
-arg3 sudo_| ocation:path_to sudo_binary on_target

Related Topics
» rhpctl add credentials
* rhpctl delete credentials

e rhpctl add workingcopy
Creates a working copy on a client cluster.

Oracle Fleet Patching and Provisioning Roles

ORACLE

An administrator assigns roles to Oracle Fleet Patching and Provisioning users with
access-level permissions defined for each role.

Users on Oracle Fleet Patching and Provisioning Clients are also assigned specific
roles. Oracle Fleet Patching and Provisioning includes basic built-in and composite
built-in roles.

Basic Built-In Roles
The basic built-in roles and their functions are:

°*  GH_ROLE_ADMIN: An administrative role for everything related to roles. Users
assigned this role are able to run rhpct| verb rol e commands.

 GH_SITE_ADMIN: An administrative role for everything related to Oracle Fleet
Patching and Provisioning Clients. Users assigned this role are able to run rhpct |
verb client commands.

 GH_SERIES_ADMIN: An administrative role for everything related to image
series. Users assigned this role are able to run rhpct| verb seri es commands.

e GH_SERIES CONTRIB: Users assigned this role can add images to a series
using therhpct| insertinmage series command, or delete images from a series
using the rhpct| del et ei mage seri es command.

e GH_WC_ADMIN: An administrative role for everything related to working copies of
gold images. Users assigned this role are able to run rhpct| verb worki ngcopy
commands.

* GH_WC_OPER: A role that enables users to create a working copy of a gold
image for themselves or others using the rhpct| add wor ki ngcopy command
with the - user option (when creating for others). Users assigned this role do not
have administrative privileges and can only administer the working copies of gold
images that they create.
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GH_WC_USER: A role that enables users to create a working copy of a gold
image using the rhpct| add worki ngcopy command. Users assigned this role do
not have administrative privileges and can only delete working copies that they
create.

GH_IMG_ADMIN: An administrative role for everything related to images. Users
assigned this role are able to run rhpct!| verb i mage commands.

GH_IMG_USER: A role that enables users to create an image using the
rhpctl add | inport image commands. Users assigned this role do not have
administrative privileges and can only delete images that they create.

GH_IMG_TESTABLE: A role that enables users to add a working copy of an
image that is in the TESTABLE state. Users assigned this role must also be
assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a
working copy.

GH_IMG_RESTRICT: A role that enables users to add a working copy from an
image that is in the RESTRI CTED state. Users assigned this role must also be
assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a
working copy.

GH_IMG_PUBLISH: Users assigned this role can promote an image to another
state or retract an image from the PUBLI SHED state to either the TESTABLE or
RESTRI CTED state.

GH_IMG_VISIBILITY: Users assigned this role can modify access to promoted or
published images using the rhpct! allow | disallow i mage commands.

GH_AUTHENTICATED_USER: Users assigned to this role can execute any
operation in an Oracle Fleet Patching and Provisioning Client.

GH_CLIENT_ACCESS: Any user created automatically inherits this role. The
GH _CLI ENT_ACCESS role includes the GH AUTHENTI CATED USER built-in role.

Composite Built-In Roles

The composite built-in roles and their functions are:

GH_SA: The Oracle Grid Infrastructure user on an Oracle Fleet Patching and
Provisioning Server automatically inherits this role.

The GH_SA role includes the following basic built-in roles; GH_ROLE_ADMIN,
GH_SITE_ADMIN, GH_SERIES_ADMIN, GH_SERIES_CONTRIB,
GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT,
GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.

GH_CA: The Oracle Grid Infrastructure user on an Oracle Fleet Patching and
Provisioning Client automatically inherits this role.

The GH_CA role includes the following basic

built-in roles: GH_SERIES_ADMIN, GH_SERIES_CONTRIB,

GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT,
GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.

GH_OPER: This role includes the following built-in roles: GH_WC_OPER,
GH_SERIES_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT, and
GH_IMG_USER. Users assigned this role can delete only images that they have
created.

Consider a gold image called Gl that is available on the Oracle Fleet Patching and
Provisioning Server.

5-6



Chapter 5
Fleet Patching and Provisioning Architecture

Further consider that a user, UL, on an Oracle Fleet Patching and Provisioning Client,
d 1, has the GH_WC_USER role. If Ul requests to provision an Oracle home based
on the gold image GL, then Ul can do so, because of the permissions granted by the
GH_WC_USER role. If Ul requests to delete GL, however, then that request would be
denied because the GH_WC_USER role does not have the necessary permissions.

The Oracle Fleet Patching and Provisioning Server can associate user-role mappings
to the Oracle Fleet Patching and Provisioning Client. After the Oracle Fleet Patching
and Provisioning Server delegates user-role mappings, the Oracle Fleet Patching and
Provisioning Client can then modify user-role mappings on the Oracle Fleet Patching
and Provisioning Server for all users that belong to the Oracle Fleet Patching and
Provisioning Client. This is implied by the fact that only the Oracle Fleet Patching and
Provisioning Server qualifies user IDs from an Oracle Fleet Patching and Provisioning
Client site with the client cluster name of that site. Thus, the Oracle Fleet Patching
and Provisioning Client CL1 will not be able to update user mappings of a user on CL2,
where CL2 is the cluster name of a different Oracle Fleet Patching and Provisioning
Client.

Basic Built-In Roles

ORACLE

The basic built-in roles and their functions are:

*  GH_ROLE_ADMIN: An administrative role for everything related to roles. Users
assigned this role are able to run rhpct| verb rol e commands.

 GH_SITE_ADMIN: An administrative role for everything related to Fleet Patching
and Provisioning Clients. Users assigned this role are able to run rhpct| verb
client commands.

 GH_SERIES_ADMIN: An administrative role for everything related to image
series. Users assigned this role are able to run rhpct| verb seri es commands.

e GH_SERIES CONTRIB: Users assigned this role can add images to a series
using the rhpct| insertinmage series command, or delete images from a series
using the rhpct| del et ei mage seri es command.

e GH_WC_ADMIN: An administrative role for everything related to working copies of
gold images. Users assigned this role are able to run rhpct| verb worki ngcopy
commands.

* GH_WC_OPER: A role that enables users to create a working copy of a gold
image for themselves or others using the rhpct| add wor ki ngcopy command
with the - user option (when creating for others). Users assigned this role do not
have administrative privileges and can only administer the working copies of gold
images that they create.

e GH_WC_USER: A role that enables users to create a working copy of a gold
image using the rhpct| add worki ngcopy command. Users assigned this role do
not have administrative privileges and can only delete working copies that they
create.

*  GH_IMG_ADMIN: An administrative role for everything related to images. Users
assigned this role are able to runrhpct! verb i mage commands.

e GH_IMG_USER: A role that enables users to create an image using the
rhpctl add | inport image commands. Users assigned this role do not have
administrative privileges and can only delete images that they create.
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« GH_IMG_TESTABLE: A role that enables users to add a working copy of an
image that is in the TESTABLE state. Users assigned this role must also be
assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a
working copy.

e GH_IMG_RESTRICT: A role that enables users to add a working copy from an
image that is in the RESTRI CTED state. Users assigned this role must also be
assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a
working copy.

 GH_IMG_PUBLISH: Users assigned this role can promote an image to another
state or retract an image from the PUBLI SHED state to either the TESTABLE or
RESTRI CTED state.

GH_IMG_VISIBILITY: Users assigned this role can modify access to promoted or
published images using the rhpct! all ow | disallow i mage commands.

Composite Built-In Roles

ORACLE

The composite built-in roles and their functions are:

*  GH_SA: The Oracle Grid Infrastructure user on a Fleet Patching and Provisioning
Server automatically inherits this role.

The GH_SA role includes the following basic built-in roles: GH_ROLE_ADMIN,
GH_SITE_ADMIN, GH_SERIES_ADMIN, GH_SERIES_CONTRIB,
GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT,
GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.

* GH_CA: The Oracle Grid Infrastructure user on a Fleet Patching and Provisioning
Client automatically inherits this role.

The GH_CA role includes the following basic

built-in roles: GH_SERIES_ADMIN, GH_SERIES CONTRIB,

GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT,
GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.

*  GH_OPER: This role includes the following built-in roles: GH_WC_OPER,
GH_SERIES_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT, and
GH_IMG_USER. Users assigned this role can delete only images that they have
created.

Consider a gold image called Gl that is available on the Fleet Patching and
Provisioning Server.

Further consider that a user, UL, on a Fleet Patching and Provisioning Client, C 1,
has the GH_WC_USER role. If UL requests to provision an Oracle home based on
the gold image GL, then UL can do so, because of the permissions granted by the
GH_WC_USER role. If Ul requests to delete GL, however, then that request would be
denied because the GH_WC_USER role does not have the necessary permissions.

The Fleet Patching and Provisioning Server can associate user-role mappings to

the Fleet Patching and Provisioning Client. After the Fleet Patching and Provisioning
Server delegates user-role mappings, the Fleet Patching and Provisioning Client can
then modify user-role mappings on the Fleet Patching and Provisioning Server for all
users that belong to the Fleet Patching and Provisioning Client. This is implied by
the fact that only the Fleet Patching and Provisioning Server qualifies user IDs from
a Fleet Patching and Provisioning Client site with the client cluster name of that site.
Thus, the Fleet Patching and Provisioning Client CL1 will not be able to update user

5-8



Chapter 5
Fleet Patching and Provisioning Architecture

mappings of a user on CL2, where CL2 is the cluster name of a different Fleet Patching
and Provisioning Client.

Oracle Fleet Patching and Provisioning Images

You can easily copy an image of an Oracle home to a new host on a new file system to
serve as an active usable Oracle home.

By default, when you create a gold image using either rhpct| inport image or
rhpctl add i mage, the image is ready to provision new homes, called working copies.
However, under certain conditions, you may want to restrict access to images and
require someone to test or validate the image before making it available for general
use.

You can also create a set of gold images on the Oracle Fleet Patching and
Provisioning Server that can be collectively categorized as a gold image series which
relate to each other, such as identical release versions, gold images published by a
particular user, or images for a particular department within an organization.

Related Topics

* Image State
Am image state is a way to restrict provisioning of an image for users with
specified roles.

* Image Series
An image series is a convenient way to group different gold images into a logical
sequence.

* Image Type
When you add or import a gold image, you must specify an image type.

Gold Image Distribution Among Oracle Fleet Patching and
Provisioning Servers

ORACLE

Oracle Fleet Patching and Provisioning can automatically share and synchronize gold
images between Oracle Fleet Patching and Provisioning Servers.

In the Oracle Fleet Patching and Provisioning architecture, one Oracle Fleet Patching
and Provisioning Server manages a set of Oracle Fleet Patching and Provisioning
Clients and targets within a given data center or network segment of a data center. If
you have more than one data center or a segmented data center, you must have more
than one Oracle Fleet Patching and Provisioning Server.

In the Oracle Fleet Patching and Provisioning architecture, one Oracle Fleet Patching
and Provisioning Server manages a set of Oracle Fleet Patching and Provisioning
Clients and targets within a given data center or network segment of a data center. If
you have more than one data center or a segmented data center, then you must have
more than one Oracle Fleet Patching and Provisioning Server to facilitate large-scale
standardization across multiple estates.

Oracle Fleet Patching and Provisioning Servers retain the ability to create and manage
gold images private to their scope, so local customizations are seamlessly supported.

You must first establish a peer relationship between two Oracle Fleet Patching and
Provisioning Servers. Registration uses the names of the Oracle Fleet Patching and
Provisioning Server clusters. The names of the two clusters can be the same but there
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is one naming restriction: an Oracle Fleet Patching and Provisioning Server, such as
FPPS_1, cannot register a peer Oracle Fleet Patching and Provisioning Server if that
peer has the same name as an Oracle Fleet Patching and Provisioning Client or target
within the management domain of FPPS 1.

The following steps show how you can establish a peer relationship between
two Oracle Fleet Patching and Provisioning Servers. Note that super user or root
credentials are not required in this process.

1. On the first Oracle Fleet Patching and Provisioning Server (FPPS_1), create a file
containing the server configuration information.

$ rhpctl export server -serverdata file_path
2. Copy the server configuration file created on FPPS 1 to a second Oracle Fleet
Patching and Provisioning Server (FPPS_2).

3. On the second Oracle Fleet Patching and Provisioning Server (FPPS_2), complete
the registration of FPPS 2.

$ rhpctl register server -server FPPS_1_cluster_nane
-serverdata server_cfg_file_copied_fromFPPS_1

4. On FPPS 2, create a file containing the server configuration information.

$ rhpct! export server -serverdata file_path

5. Copy the server configuration file created on FPPS_2 to FPPS 1.

6. On the first Oracle Fleet Patching and Provisioning Server (FPPS_1), complete the
registration ofFPPS 1.

$ rhpctl register server -server FPPS 2 cluster_nane
-serverdata server_cfg_file_copied_fromFPPS_2

After you register an Oracle Fleet Patching and Provisioning Server as a peer, the
following command displays the peer (or peers) of the server:

$ rhpctl query peerserver

You can inspect the images on a peer Oracle Fleet Patching and Provisioning Server,
as follows:

$ rhpct! query image -server server_cluster_nanme

The preceding command displays all images on a specific peer Oracle Fleet Patching
and Provisioning Server. Additionally, you can specify a peer server along with the
-image i mage_nane parameter to display details of a specific image on a specific peer
server.

An Oracle Fleet Patching and Provisioning Server can have multiple peers. Oracle
does not support chained relationships between peers, however, such as, if FPPS_1
is a peer of FPPS 2, and FPPS 2 is also a peer of FPPS_3, then no relationship is
established or implied between FPPS_1 and FPPS_3, although you can make them
peers if you want.
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Retrieve a copy or copies of gold images from a peer Oracle Fleet Patching and
Provisioning Server, as follows:

$ rhpctl instantiate i mge -server server_cluster_name

Running the rhpct!| instantiate i mage command activates an auto-update
mechanism. From that point on, when you create gold images on a peer Oracle
Fleet Patching and Provisioning Server, such as FPPS_2, they are candidates for
being automatically copied to the Oracle Fleet Patching and Provisioning Server that
performed the instantiate operation, such as FPPS_1. Whether a new gold image

is automatically copied depends on that relevance of the image to any instantiate
parameters that you may include in the command:

e -all: Creates an automatic push for all gold images created on FPPS_2 to FPPS_1

e -inmmge inmage_nane: Creates an automatic push for all new descendant gold
images of the named image created on FPPS_2 to FPPS_1. A descendant of the
named image is an image that is created on FPPS_2 using the rhpct| add i mage
command.

e -series series_nane: Creates an automatic push for all gold images added to the
named series on FPPS 2 to FPPS 1

e -inmmgetype inage_type: Creates an automatic push for all gold images created of
the named image type on FPPS_2 to FPPS 1

To stop receiving updates that were established by the rhpct| instantiate imge
command, runrhpct| uninstantiate i mage and specify the peer Oracle Fleet
Patching and Provisioning Server and one of the following: all, image name, image
series name, or image type.

End the peer relationship, as follows, on any one of the Oracle Fleet Patching and
Provisioning Servers:

$ rhpctl unregister server -server server_cluster_name

Related Topics

* rhpctl export server

* rhpctl register server

* rhpctl query peerserver

* rhpctl query image

* rhpctl instantiate image

* rhpctl uninstantiate image

* rhpctl unregister server
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Oracle Fleet Patching and Provisioning Server Auditing

The Oracle Fleet Patching and Provisioning Server records the execution of all
Oracle Fleet Patching and Provisioning operations, and also records whether those
operations succeeded or failed.

An audit mechanism enables administrators to query the audit log in a variety of
dimensions, and also to manage its contents and size.

Oracle Fleet Patching and Provisioning Notifications

The Oracle Fleet Patching and Provisioning Server is the central repository for
the software homes available to the data center. Therefore, it is essential for
administrators throughout the data center to be aware of changes to the inventory
that may impact their areas of responsibility.

You can create subscriptions to image series events. Oracle Fleet Patching and
Provisioning notifies a subscribed role or number of users by email of any changes
to the images available in the series, including addition or removal of an image. Each
series may have a unique group of subscribers.

Also, when a working copy of a gold image is added to or deleted from a target,

the owner of the working copy and any additional users can be notified by email. If
you want to enable notifications for additional Oracle Fleet Patching and Provisioning
events, you can create a user-defined action as described in the next section.

Fleet Patching and Provisioning Implementation

Implementing Fleet Patching and Provisioning involves creating a Fleet Patching and
Provisioning Server, adding gold images to the server, and creating working copies of
gold images to provision software.

After you install and configure Oracle Clusterware, you can configure and start using
Fleet Patching and Provisioning. You must create a Fleet Patching and Provisioning
Server where you create and store gold images of database and other software
homes.

Server Configuration Checklist for Oracle Fleet Patching and
Provisioning

ORACLE

Use this checklist to check minimum server configuration requirements for Oracle Fleet
Patching and Provisioning (Oracle FPP).

Table 5-1 Server Configuration Checklist for Oracle Fleet Patching and
Provisioning

Check Task

Oracle Grid Install Oracle Grid Infrastructure on a new cluster on which you want to
Infrastructure configure Oracle FPP.

installation
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Table 5-1 (Cont.) Server Configuration Checklist for Oracle Fleet Patching and

Provisioning

Check

Task

Operating System
Kernel version

Install or upgrade the operating system kernel to a version for which an
Oracle ACFS kernel module is already built.

Grid Infrastructure
Management
Repository
configuration

Make sure that the Grid Infrastructure Management Repository (GIMR)
is configured and running on your cluster. If GIMR was not configured
as part of the Oracle Grid Infrastructure installation, then add a

new GIMR to your cluster as described in Oracle Grid Infrastructure
Installation and Upgrade Guide.

Oracle FPP server
storage

Allocate a minimum of 100 GB additional disk space to the Oracle
Automation Storage Management (Oracle ASM) disk group that is
used by the Oracle FPP Server.

Oracle FPP server
network

Create one Grid Naming Service Virtual IP Address (GNS VIP) without
zone delegation.

Firewall

Make sure that the ports used by Oracle FPP Server and Client are
not filtered by firewalls. Please refer to Table 2-2 Fleet Patching and
Provisioning Communication Ports

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide for Linux

Creating a Fleet Patching and Provisioning Server

The Fleet Patching and Provisioning Server uses a repository that you create in an
Oracle ACFS file system in which you store all the software homes that you want to
make available to clients and targets.

< Note:

When you install Oracle Grid Infrastructure, the Oracle Fleet Patching and
Provisioning Server is configured, by default, in the local mode to support the
local switch home capability. If you must configure the general Oracle Fleet
Patching and Provisioning Server product, then you must remove the current
local-mode Oracle Fleet Patching and Provisioning Server.

1. Use the Oracle ASM configuration assistant (ASMCA) to create an Oracle ASM
disk group on the Fleet Patching and Provisioning Server to store software.

$ Gid_hone/bin/asnca

Because this disk group is used to store software, Oracle recommends a minimum
of 100 GB for this disk group.
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< Note:

You must set Oracle ASM Dynamic Volume Manager (Oracle ADVM)
compatibility settings for this disk group to 19. 0.

Provide a mount path that exists on all nodes of the cluster. The Fleet Patching
and Provisioning Server uses this path to mount gold images.

$ nmkdir -p storage_path/images

Check if Grid Infrastructure Management Repository (GIMR) is configured on your
cluster.

$ srvctl status nmgntdb
Dat abase i s enabl ed
I nstance -MGMIDB i s running on node nyhost01

If GIMR is not configured on your cluster, then as the gri d user, add a GIMR to
your cluster.

a. For Oracle Database 19c Release Update (19.6) or earlier releases:

$ $ORACLE _HOME/ bi n/ ngnt ca creat ed@ MRCont ai ner [ - st orageDi skG oup
di sk_group_nane]

b. For Oracle Database 19c Release Update (19.7) or later releases:

$ $ORACLE_HOME/ bi n/ ngnt ca creat ed MRCont ai ner [ -
st orageDi skLocati on di sk_| ocati on]

As the r oot user, add the Grid Naming Service Virtual IP Address (GNS VIP)
without zone delegation.

# srvctl add gns -vip myhost-gnsvip3
# srvctl start gns

# srvctl status gns

GNS is running on node nyhost01.

GNS is enabl ed on node nyhost01.

Remove any existing local automaton from your cluster.

# srvctl stop rhpserver
# srvctl renove rhpserver

Create the Fleet Patching and Provisioning Server resource.

# Grid_home/bin/srvctl add rhpserver -storage storage_path
- di skgroup di sk_group_nane

Start the Fleet Patching and Provisioning Server.

$ Gid_hone/bin/srvctl start rhpserver
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After you start the Fleet Patching and Provisioning Server, use the Fleet Patching
and Provisioning Control (RHPCTL) utility to further manage Fleet Patching and
Provisioning.

Related Topics
»  Oracle Automatic Storage Management Administrator's Guide

*  RHPCTL Command Reference
Use the Fleet Patching and Provisioning Control (RHPCTL) utility to manage Fleet
Patching and Provisioning in your cluster.

Adding Gold Images to the Fleet Patching and Provisioning Server

ORACLE

Use RHPCTL to add gold images for later provisioning of software.

The Fleet Patching and Provisioning Server stores and serves gold images of software
homes. These images must be instantiated on the Fleet Patching and Provisioning
Server.

< Note:

Images are read-only, and you cannot run programs from them. To create
a usable software home from an image, you must create a working copy of
a gold image. You cannot directly use images as software homes. You can,
however, use images to create working copies (software homes).

You can import software to the Fleet Patching and Provisioning Server using any one
of the following methods:

* You can import an image from an installed home on the Fleet Patching and
Provisioning Server using the following command:

rhpctl inport image -image i mage _name -path path to_installed _hone
[-imaget ype ORACLEDBSOFTWARE | ORACLEG SOFTWARE |
ORACLEGGSOFTWARE | SOFTWARE]

* You can import an image from an installed home on a Fleet Patching and

Provisioning Client, using the following command run from the Fleet Patching and
Provisioning Client:

rhpctl inport image -image i mage_name -path path to_installed _hone

* You can create an image from an existing working copy using the following
command:

rhpctl add image —i mage i mage_name -wor ki ngcopy wor ki ng_copy_name
Use the first two commands in the preceding list to seed the image repository, and to
add additional images over time. Use the third command on the Fleet Patching and

Provisioning Server as part of the workflow for creating a gold image that includes
patches applied to a pre-existing gold image.
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The preceding three commands also create an Oracle ACFS file system in the Fleet
Patching and Provisioning root directory, similar to the following:

/u01/rhp/imges/imges/ RDBVMS 121020617524

Related Topics

« Patching Oracle Database
To patch an Oracle database, you move the database home to a new home, which
includes the patches you want to implement.

«  RHPCTL Command Reference
This section describes RHPCTL command usage information, and lists and
describes RHPCTL commands.

Am image state is a way to restrict provisioning of an image for users with specified
roles.

You can set the state of an image to TESTABLE or RESTRI CTED so that only users with
the GH_IMG_TESTABLE or GH_IMG_RESTRICT roles can provision working copies
from this image. Once the image has been tested or validated, you can change the
state and make the image available for general use by running the rhpct| pronote

i mage -image imge_nane -state PUBLI SHED command. The default image state is
PUBLI SHED when you add a new gold image, but you can optionally specify a different
state with the rhpct| add i mage and rhpct! inport inmage commands.

An image series is a convenient way to group different gold images into a logical
sequence.

Fleet Patching and Provisioning treats each image as an independent entity with
respect to other images. No relationship is assumed between images, even if they
follow some specific nomenclature. The image administrator may choose to name
images in a logical manner that makes sense to the user community, but this does
not create any management grouping within the Fleet Patching and Provisioning
framework.

Use the rhpct| add series command to create an image series and associate one
or more images to this series. The list of images in an image series is an ordered list.
Use therhpct!| insertinmage series andrhpct! del etei mage series to add and
delete images in an image series. You can also change the order of images in a series
using these commands.

The i nserti mage and del et ei mage commands do not instantiate or delete actual gold
images but only change the list. Also, an image can belong to more than one series (or
no series at all).

When you add or import a gold image, you must specify an image type.

Oracle Clusterware provides the following built-in base image types:
ORACLEDBSOFTWARE
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ORACLEGISOFTWARE
ORACLEGGSOFTWARE
SOFTWARE

Every gold image must have an image type, and you can create your own image
types. A new image type must be based on one of the built-in types. The image type
directs Fleet Patching and Provisioning to apply its capabilities for managing Oracle
Grid Infrastructure and Oracle Database homes. Fleet Patching and Provisioning also
uses image type to organize the custom workflow support framework.

Creating a Custom Image Type
Use the rhpct| add i naget ype command to create custom image types.

For example, to create an image type called DBTEST, which is based on the
ORACLEDBSOFTWARE image type:

$ rhpctl add i magetype -imaget ype DBTEST - baset ype ORACLEDBSOFTWARE

" Note:

When you create an image type that is based on an existing image type,
the new image type does not inherit any user actions (for custom workflow
support) from the base type.

Provisioning Copies of Gold Images

Use RHPCTL to provision copies of gold images to Fleet Patching and Provisioning
Servers, Clients, and targets.

After you create and import a gold image, you can provision software by adding a
copy of the gold image (called a working copy) on the Fleet Patching and Provisioning
Server, on a Fleet Patching and Provisioning Client, or a target. You can run the
software provisioning command on either the Server or a Client.

e To create a working copy on the Fleet Patching and Provisioning Server:

$ rhpct! add wor ki ngcopy -worki ngcopy wor ki ng_copy_nane -inmage
i mge_name

» To create a working copy in a local file system on a Fleet Patching and
Provisioning Client:

$ rhpct! add wor ki ngcopy -worki ngcopy wor ki ng_copy_nanme -image

i mage_name
-storagetype LOCAL -path path_to software_hone
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» To create a working copy on a Fleet Patching and Provisioning Client from the
Fleet Patching and Provisioning Server:

$ rhpct! add wor ki ngcopy -worki ngcopy wor ki ng_copy_nanme -image
i mage_name
-client client_cluster_name

" Note:

e The directory you specify in the - pat h parameter must be empty.

*  You can re-run the provisioning command in case of an interruption or
failure due to system or user errors. After you fix the reported errors,
re-run the command and it will resume from the point of failure.

Related Topics

e Storage Options for Provisioned Software
Choose one of two storage options where Fleet Patching and Provisioning stores
working copies of gold images.

User Group Management in Fleet Patching and Provisioning

ORACLE

When you create a working copy of a gold image as part of a move or upgrade
operation, Fleet Patching and Provisioning configures the operating system groups
in the new working copy to match those of the source software home (either the
unmanaged or the managed home from which you move or upgrade).

When you create a gold image of SOFTWARE image type, any user groups in the
source are not inherited and images of this type never contain user group information.
When you provision a working copy from a SOFTWARE gold image using the r hpct |
add wor ki ngcopy command, you can, optionally, configure user groups in the working
copy using the - gr oups parameter.

The rhpct| nove dat abase, rhpct! move gi hone, rhpctl upgrade dat abase, and
rhpct| upgrade gi hone commands all require you to specify a source home (either
an unmanaged home or a managed home (working copy) that you provisioned using
Fleet Patching and Provisioning), and a destination home (which must be a working
copy).

When you have provisioned the destination home using the rhpct| add wor ki ngcopy
command, prior to performing a move or upgrade operation, you must ensure that
the groups configured in the source home match those in the destination home. Fleet
Patching and Provisioning configures the groups as part of the add operation.

When you create a gold image of either the ORACLEGISOFTWARE or the
ORACLEDBSOFTWARE image type from a source software home (using the r hpct |
i nport i mage command) or from a working copy (using the rhpct| add i mage
command), the gold image inherits the Oracle user groups that were configured in
the source. You cannot override this feature.
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You can define user groups for ORACLEGISOFTWARE and ORACLEDBSOFTWARE
working copies using the rhpct| add wor ki ngcopy command, depending on the
image type and user group, as discussed in the subsequent sections.

This section describes how Fleet Patching and Provisioning manages user group
configuration, and how the - gr oups command-line option of rhpct| add wor ki ngcopy
functions.

ORACLEGISOFTWARE (Oracle Grid Infrastructure 11g release 2 (11.2), and 12¢c
release 1 (12.1) and release 2 (12.2))

When you provision an Oracle Grid Infrastructure working copy of a gold image, the
groups are set in the working copy according to the type of provisioning (whether
regular provisioning or software only, and with or without the - | ocal parameter), and
whether you specify the - gr oups parameter with rhpct| add wor ki ngcopy. You can
define OSDBA and OSASM user groups in Oracle Grid Infrastructure software with
either the - sof t war eonl y command parameter or by using a response file with the
rhpct! add wor ki ngcopy command.

If you are provisioning only the Oracle Grid Infrastructure software using the -

sof t war eonl y command parameter, then you cannot use the - gr oups parameter, and
Fleet Patching and Provisioning obtains OSDBA and OSASM user group information
from the active Grid home.

If you use the -1 ocal command parameter (which is only valid when you use

the - sof t war eonl y command parameter) with rhpct| add wor ki ngcopy, then Fleet
Patching and Provisioning takes the values of the groups from the command line
(using the - gr oups parameter) or uses the default values, which Fleet Patching and
Provisioning obtains from the osdbagr p binary of the gold image.

If none of the preceding applies, then Fleet Patching and Provisioning uses the
installer default user group.

If you are provisioning and configuring a working copy using information from a
response file, then Fleet Patching and Provisioning:

1. Uses the value of the user group from the command line, if provided, for OSDBA
or OSASM, or both.

2. If you provide no value on the command line, then Fleet Patching and Provisioning
retrieves the user group information defined in the response file.

If you are defining the OSOPER Oracle group, then, again, you can either use the
- sof t war eonl y command parameter or use a response file with the rhpct| add
wor ki ngcopy command.

If you use the - sof t war eonl y command parameter, then you can provide the value on
the command line (using the - gr oups parameter) or leave the user group undefined.

If you are provisioning and configuring a working copy of a gold image using
information from a response file, then you can provide the value on the command
line, use the information contained in the response file, or leave the OSOPER Oracle
group undefined.

ORACLEDBSOFTWARE (Oracle Database 11g release 2 (11.2), and 12c release 1
(12.1) and release 2 (12.2))

If you are provisioning a working copy of Oracle Database software and you want
to define Oracle groups, then use the - gr oups command parameter with the r hpct |
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add wor ki ngcopy command. Oracle groups available in the various Oracle Database
releases are as follows:

e Oracle Database 11g release 2 (11.2)

OSDBA
OSOPER

* Oracle Database 12c release 1 (12.1)

OSDBA
OSOPER
OSBACKUP
OSDG
OSKM

* Oracle Database 12c release 2 (12.2)

OSDBA
OSOPER
OSBACKUP
OSDG
OSKM
OSRAC

Regardless of which of the preceding groups you are defining (except for OSOPER),
Fleet Patching and Provisioning takes the values of the groups from the command line
(using the - gr oups parameter) or uses the default values, which Fleet Patching and
Provisioning obtains from the osdbagr p binary of the gold image.

If any group picked up from the osdbagr p binary is not in the list of groups to which
the database user belongs (given by the i d command), then Fleet Patching and
Provisioning uses the installer default user group. Otherwise, the database user is the
user running the rhpct| add wor ki ngcopy command.

Storage Options for Provisioned Software

ORACLE

Choose one of two storage options where Fleet Patching and Provisioning stores
working copies of gold images.

When you provision software using the rhpct| add wor ki ngcopy command, you can
choose from two storage options where Fleet Patching and Provisioning places that
software:

* In an Oracle ACFS shared file system managed by Fleet Patching and
Provisioning (for database homes only)

* In alocal file system not managed by Fleet Patching and Provisioning

Using the rhpct| add wor ki ngcopy command with the —st or aget ype and —pat h
parameters, you can choose where you store provisioned working copies. The
applicability of the parameters depends on whether the node (or nodes) to which you
are provisioning the working copy is a Fleet Patching and Provisioning Server, Fleet
Patching and Provisioning Client, or a non-Fleet Patching and Provisioning client. You
can choose from the following values for the —st r or aget ype parameter:

*  RHP_MANAGED: Choosing this value, which is available for Fleet Patching and
Provisioning Servers and Fleet Patching and Provisioning Clients, stores working
copies in an Oracle ACFS shared file system. The —pat h parameter is not used
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with this option because Fleet Patching and Provisioning manages the storage
option.

¢ Notes:

— You cannot store Oracle Grid Infrastructure homes in RHP_MANAGED
storage.

— Oracle recommends using the RHP_MANAGED storage type, which is
available on Fleet Patching and Provisioning Servers, and on Clients
configured with an Oracle ASM disk group.

— If you provision working copies on a Fleet Patching and Provisioning
Server, then you do not need to specify the - st or aget ype option
because it will default to RHP_MANAGED.

— If you choose to provision working copies on a Fleet Patching and
Provisioning Client, and you do not specify the - pat h parameter,
then the storage type defaults to RHP_MANAGED only if there is an
Oracle ASM disk group on the client. Otherwise the command will
fail. If you specify a location on the client for the - pat h parameter,
then the storage type defaults to LOCAL with or without an Oracle
ASM disk group.

* LOCAL: Choosing this value stores working copies in a local file system that is
not managed by Fleet Patching and Provisioning. You must specify a path to the
file system on the Fleet Patching and Provisioning Server, Fleet Patching and
Provisioning Client, or non-Fleet Patching and Provisioning client, or to the Oracle
ASM disk group on the Fleet Patching and Provisioning Client.

In cases where you specify the —pat h parameter, if the file system is shared among all
of the nodes in the cluster, then the working copy gets created on this shared storage.
If the file system is not shared, then the working copy gets created in the location of
the given path on every node in the cluster.

" Note:

The directory you specify in the - pat h parameter must be empty.

Related Topics

e rhpctl add workingcopy
Creates a working copy on a client cluster.

Provisioning for a Different User

ORACLE

If you want a different user to provision software other than the user running the
command, then use the - user parameter of the rhpct| add wor ki ngcopy command.

When the provisioning is completed, all files and directories of the provisioned
software are owned by the user you specified. Permissions on files on the remotely
provisioned software are the same as the permissions that existed on the gold image
from where you provisioned the application software.
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Propagating Images Between Fleet Patching and Provisioning Servers

With automatic image propagation, you can set up automated copies of software
images across different peer Fleet Patching and Provisioning Servers. Gold images
that you register at one site are copied to peer Fleet Patching and Provisioning
Servers.

In a peer-to-peer relationship between two Fleet Patching and Provisioning Servers,
one server is the source for software images and the other is the destination for
software images.

The criteria for copying software images between servers can be based on certain
policies, such as software image type, image series, or all software images. When you
register an image that meets the criteria for software image propagation, a copy of this
image propagates to all registered peer servers.

The following example procedure establishes a relationship between two Fleet
Patching and Provisioning Server sites, RHPS- A and RHPS- B, where RHPS- A is the
source and RHPS- B is the destination for software images.

1. Run the following command on RHPS- B:

$ rhpctl export server -server RHPS-A -serverdata file_path

The preceding command creates a file named RHPS- B. xnl in the directory path
you specify for the - server dat a parameter.

2. Run the following command to register a peer server to the current Fleet Patching
and Provisioning Server:

$ rhpct! register server -server RHPS-B -serverdata /tnp/ RHPS- B. xn

The preceding command copies the RHPS- B. xm file that was created in the
previous step to a location on the server where you run the command, which
is / t mp/ RHPS- B. xm , in this case.

The cluster in which you run the preceding command is the source site, and
the server that you specify on the command line is the destination site to which
software images are copied.

Use the rhpct| unregi ster server command to remove the peer-to-peer
relationship.

3. Run the following command on RHPS- B to propagate software images from RHPS- A
to RHPS- B:

$ rhpctl instantiate image -server RHPS-A -all

The preceding command propagates all images from RHPS- A to RHPS- B. If an
image already exists on RHPS- B, then it is not propagated again.
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< Note:

Propagation of images is based on the image name. RHPCTL does not
compare the content of the images, themselves, to determine whether
they are different. If an image you want to propagate has a non-unique
name, then RHPCTL assumes that the images are identical and does
not propagate the image.

Use the rhpct| uninstantiate i mage command to cancel the propagation of
a particular image. Any propagation already in progress is not affected by this
command, and will continue until complete. The -al | parameter removes any
values for the - i naget ype and - seri es parameters.

Related Topics

* rhpctl export server

e rhpctl register server

e rhpctl unregister server
e rhpctl instantiate image

e rhpctl uninstantiate image

Oracle Grid Infrastructure Management

The Oracle Fleet Patching and Provisioning Server provides an efficient and secure
platform for the distribution of Oracle Grid Infrastructure homes to targets and Oracle
Fleet Patching and Provisioning Clients.

This section discusses the following topics:

» Patching Oracle Grid Infrastructure
»  Error Prevention and Automated Recovery Options

* Upgrading Oracle Grid Infrastructure

About Deploying Oracle Grid Infrastructure Using Oracle Fleet
Patching and Provisioning

ORACLE

You can use Oracle Fleet Patching and Provisioning to provision and maintain your
Oracle Grid Infrastructure homes.

Oracle Fleet Patching and Provisioning enables mass deployment and maintenance
of standard operating environments for databases, clusters, and user-defined software

types.

Oracle FPP enables you to install clusters, and provision, patch, scale, and

upgrade Oracle Grid Infrastructure, Oracle Restart, and Oracle Database homes. The
supported releases are 11.2.0.4, 12.1, 12.2, 18c, and later releases. You can also
provision applications and middleware using Oracle Fleet Patching and Provisioning.

Oracle Fleet Patching and Provisioning is a service in Oracle Grid Infrastructure that
you can use in either of the following modes:
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» Central Oracle Fleet Patching and Provisioning Server

The Oracle Fleet Patching and Provisioning Server stores and manages
standardized images, called gold images. Gold images can be deployed to any
number of nodes across the data center. You can create new clusters and
databases on the deployed homes and can use them to patch, upgrade, and scale
existing installations.

The Oracle Fleet Patching and Provisioning Server can manage the following
types of installations:

— Software homes on the cluster hosting the Oracle Fleet Patching and
Provisioning Server itself.

— Installations running Oracle Grid Infrastructure 11g Release 2 (11.2.0.4) and
later releases.

— Oracle Fleet Patching and Provisioning Clients running Oracle Grid
Infrastructure 12c Release 2 (12.2) and later releases.

— Installations running without Oracle Grid Infrastructure.

The Oracle Fleet Patching and Provisioning Server can provision new installations,
and manage existing installations, without requiring any changes to the existing
installations. The Oracle Fleet Patching and Provisioning Server can automatically
share gold images among peer servers to support enterprises with geographically
distributed data centers.

*  Oracle Fleet Patching and Provisioning Client

The Oracle Fleet Patching and Provisioning Client can be managed from the
Oracle Fleet Patching and Provisioning Server, or directly by executing commands
on the client itself. The Oracle Fleet Patching and Provisioning Client is a

service built into the Oracle Grid Infrastructure and is available in Oracle Grid
Infrastructure 12c Release 2 (12.2) and later releases. The Oracle Fleet Patching
and Provisioning Client can retrieve gold images from the Oracle Fleet Patching
and Provisioning Server, upload new images based on the policy, and apply
maintenance operations to itself.

Provisioning Oracle Grid Infrastructure Software

ORACLE

Fleet Patching and Provisioning has several methods to provision and, optionally,
configure Oracle Grid Infrastructure and Oracle Restart grid infrastructure homes.

Fleet Patching and Provisioning can provision and configure Oracle Grid Infrastructure
on one or more nodes that do not currently have a Grid home, and then

configure Oracle Grid Infrastructure to form a single-node or multi-node Oracle Grid
Infrastructure installation.

Use the rhpct| add wor ki ngcopy command to install and configure Oracle
Grid Infrastructure, and to enable simple and repeatable creation of standardized
deployments.

The Fleet Patching and Provisioning Server can also provision an Oracle Grid
Infrastructure home to a node or cluster that is currently running Oracle Grid
Infrastructure. The currently running Grid home can be a home that Fleet Patching and
Provisioning did not provision (an unmanaged home) or a home that Fleet Patching
and Provisioning did provision (a managed home).

You can also provision an Oracle Restart grid infrastructure to a node in the cluster.
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In either case, use the - sof t war eonl y parameter of the rhpct| add wor ki ngcopy
command. This provisions but does not activate the new Grid home, so that when you
are ready to switch to that new home, you can do so with a single command.

e Toinform Fleet Patching and Provisioning the nodes on which to install Oracle
Grid Infrastructure, and to configure Oracle Grid Infrastructure, you provide
directions in a response file, as in the following example:

$ rhpctl add wor ki ngcopy -worki ngcopy G _HOVE_11204_WCPY -i mage
G _HOME 11204 -responsefile /u01/app/rhpinfo/ @ _11204 install.txt
{aut henti cation_option}

The preceding command provisions the G _HOMVE_11204_WCPY working copy
based on the @ HOVE 11204 gold image to a target specified in the

G 11204 install.txt response file. In addition to identifying the target nodes,
the response file specifies information about the Oracle Grid Infrastructure
configuration, such as Oracle ASM and GNS parameters.

< Note:

The oracle.install.crs.rootconfig. executeRoot Scri pt=xxx
response file parameter is overridden and always set to f al se for
Fleet Patching and Provisioning, regardless of what you specify in the
response file.

» To provision an Oracle Grid Infrastructure home to a node or cluster that is
currently running Oracle Grid Infrastructure:

$ rhpct! add worki ngcopy -wor ki ngcopy G _HOVE_12201_PATCHED WCPY -
imge G _HOVE 12201 PSU1 —client CLUST 002 -softwareonly

The preceding command provisions a new working copy based on the

G _HOWVE 12201 PSUL gold image to the Fleet Patching and Provisioning Client
(that is running Oracle Grid Infrastructure 12c release 2 (12.2)) named CLUST_002.
When you provision to a target that is not running Oracle Grid Infrastructure 12¢
release 2 (12.2) (such as, a target running Oracle Grid Infrastructure 12c release
1 (12.1) or Oracle Grid Infrastructure 11g release 2 (11.2)), use the -t ar get node
parameter instead of - cl i ent .

»  Specify a target node on which you want to provision an Oracle Restart grid
infrastructure, as follows:

$ rhpct! add wor ki ngcopy -workingcopy SIHA G -
i mge gol di mage -targetnode remte_node_name -responsefile
Oracle_Restart _response file {authentication_option}

Related Topics

e Authentication Options for Oracle Fleet Patching and Provisioning Operations
Some RHPCTL commands show authentication choices as an optional parameter.
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Patching Oracle Grid Infrastructure

Fleet Patching and Provisioning provides three methods to patch Oracle Grid
Infrastructure software homes: rolling, non-rolling, and in batches.

Patching Oracle Grid Infrastructure software involves moving the Grid home to a
patched version of the current Grid home. When the patching operation is initiated

by a Fleet Patching and Provisioning Server or Client, the patched version must be

a working copy of a gold image. The working copy to which you are moving the Grid
home can be at a lower patch level than the current home. This facilitates rollback if
any problems occur after moving to the higher-level patched home.

You can also perform this operation using the independent automaton in an
environment where no Fleet Patching and Provisioning Server is present. In this case,
the source and destination homes are not working copies of gold images, but are two
installed homes that you deployed with some method other than using Fleet Patching
and Provisioning.

Related Topics
*  rhpctl add workingcopy

e rhpctl move gihome

Patching Oracle Grid Infrastructure Using the Rolling Method

ORACLE

The rolling method for patching Oracle Grid Infrastructure is the default method.

You use therhpct| nove gi home command (an atomic operation), which returns after
the Oracle Grid Infrastructure stack on each node has been restarted on the new
home. Nodes are restarted sequentially, so that only one node at a time will be offline,
while all other nodes in the cluster remain online.

e Move the Oracle Grid Infrastructure home to a working copy of the same release
level, as follows:

$ rhpctl nove gi home —sourcewc Grid_home_1 -destwe Gid_hone_2

The preceding command moves the running Oracle Grid Infrastructure home from
the current managed home (the sour cewc) to the patched home (dest wc) on the
specific client cluster. The patched home must be provisioned on the client.

« If the move operation fails at some point before completing, then you can rerun the
operation by running the command again and the operation will resume where it
left off. This enables you to fix whatever problem caused the failure and resume
processing from the point of failure. Or you can undo the partially completed
operation and return the configuration to its initial state, as follows:

$ rhpctl move gi home -destwe destination_worki ngcopy_nane -revert
[aut hentication_option]

You cannot use the - revert parameter with an un-managed home.
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¢ Notes:

*  You cannot move the Grid home to a home that Fleet Patching and
Provisioning does not manage. Therefore, rollback (to the original home)
applies only to moves between two working copies. This restriction does
not apply when using the independent automaton since it operates on
unmanaged homes only.

*  You can delete the source working copy at any time after moving a Grid
home. Once you delete the working copy, however, you cannot perform
a rollback. Also, use the rhpct| del et e wor ki ngcopy command (as
opposed to r m for example) to remove the source working copy to keep
the Fleet Patching and Provisioning inventory correct.

e Ifyou use the - abort parameter to terminate the patching operation,
then Fleet Patching and Provisioning does not clean up or undo any
of the patching steps. The cluster, databases, or both may be in an
inconsistent state because all nodes are not patched.

Patching Oracle Grid Infrastructure Using the Non-Rolling Method

You can use the - nonrol | i ng parameter with the rhpct| nove gi home command,
which restarts the Oracle Grid Infrastructure stack on all nodes in parallel.

As with the rolling method, this is an atomic command which returns after all nodes are
online.

» Use the following command to patch Oracle Grid Infrastructure in an non-rolling
fashion:

$ rhpct! nove gi home -sourcewec Gid_hone_1 —destwe Gid_home_2 -
nonrol ling

Patching Oracle Grid Infrastructure Using Batches

ORACLE

The third patching method is to sequentially process batches of nodes, with a number
of nodes in each batch being restarted in parallel.

This method maximizes service availability during the patching process. When you
patch Oracle Grid Infrastructure 12c release 2 (12.2.x) software homes, you can define
the batches on the command line or choose to have Fleet Patching and Provisioning
generate the list of batches based on its analysis of the database services running in
the cluster.

There are two methods for defining batches:
* User-Defined Batches

* Fleet Patching and Provisioning-Defined Batches

User-Defined Batches

When you use this method of patching, the first time you run the rhpct| move gi hone
command, you must specify the source home, the destination home, the batches, and
other options, as needed. The command terminates after the first node restarts.
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To patch Oracle Grid Infrastructure using batches that you define:

1. Define a list of batches on the command line and begin the patching process, as in
the following example:

$ rhpct! nove gi home -sourcewc wel -destwe we2 -batches "(nl),
(n2,n3), (n4)"

The preceding command example initiates the move operation, and terminates
and reports successful when the Oracle Grid Infrastructure stack restarts in
the first batch. Oracle Grid Infrastructure restarts the batches in the order you
specified in the - bat ches parameter.

In the command example, node nl forms the first batch, nodes n2 and n3 form the
second batch, and node n4 forms the last batch. The command defines the source
working copy as wcl and the patched (destination) working copy as wc2.

" Notes:

You can specify batches such that singleton services (policy-managed
singleton services or administrator-managed services running on one
instance) are relocated between batches and non-singleton services
remain partially available during the patching process.

2. You must process the next batch by running the rhpct| nove gi hone command,
again, as follows:

$ rhpct! nove gi home -destwe we2 -continue

The preceding command example restarts the Oracle Grid Infrastructure stack on
the second batch (nodes n2 and n3). The command terminates by reporting that
the second batch was successfully patched.

3. Repeat the previous step until you have processed the last batch of nodes. If you
attempt to run the command with the - cont i nue parameter after the last batch has
been processed, then the command returns an error.

If the rhpct| move gi home command fails at any time during the above sequence,
then, after determining and fixing the cause of the failure, rerun the command
with the - cont i nue option to attempt to patch the failed batch. If you want to skip
the failed batch and continue with the next batch, use the - conti nue and - ski p
parameters. If you attempt to skip over the last batch, then the move operation is
terminated.

Alternatively, you can reissue the command using the -revert parameter to undo
the changes that have been made and return the configuration to its initial state.

You can use the - abort parameter instead of the - cont i nue parameter at any
point in the preceding procedure to terminate the patching process and leave the
cluster in its current state.
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¢ Notes:

« Policy-managed services hosted on a server pool with one active
server, and administrator-managed services with one preferred
instance and no available instances cannot be relocated and will go
OFFLINE while instances are being restarted.

* If a move operation is in progress, then you cannot initiate another
move operation from the same source home or to the same
destination home.

»  After the move operation has ended, services may be running on
nodes different from the ones they were running on before the move
and you will have to manually relocate them back to the original
instances, if necessary.

e If you use the - abort parameter to terminate the patching operation,
then Fleet Patching and Provisioning does not clean up or undo any
of the patching steps. The cluster, databases, or both may be in an
inconsistent state because all nodes are not patched.

- Depending on the start dependencies, services that were offline
before the move began could come online during the move.

Fleet Patching and Provisioning-Defined Batches

Using Fleet Patching and Provisioning to define and patch batches of nodes means
that you need only run one command, as shown in the following command example,
where the source working is wc1 and the destination working copy is wc2:

$ rhpct! nove gi home -sourcewc wel -destwe we2 -smartnove -saf Z+ [-
eval |

There is no need for you to do anything else unless you used the - separ at e
parameter with the command. In that case, the move operation waits for user
intervention to proceed to the next batch, and then you will have to run the command
with the - cont i nue parameter after each batch completes.

If the move operation fails at some point before completing, then you can either rerun
the operation by running the command again, or you can undo the partially completed
operation, as follows:

$ rhpctl move gi home -destwe destination_worki ngcopy_nane -revert
[aut hentication_option]

You can use the -revert parameter with an un-managed home.
The parameters used in the preceding example are as follows:

e -smartnove: This parameter restarts the Oracle Grid Infrastructure stack on
disjoint sets of nodes so that singleton resources are relocated before Oracle Grid
Infrastructure starts.
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< Note:

If the server pool to which a resource belongs contains only one active
server, then that resource will go offline as relocation cannot take place.

The - smar t move parameter:

Creates a map of services and nodes on which they are running.

Creates batches of nodes. The first batch will contain only the Hub node, if the
configuration is an Oracle Flex Cluster. For additional batches, a node can be
merged into a batch if:

*  The availability of any non-singleton service, running on this node, does
not go below the specified service availability factor (or the default of
50%).

*  There is a singleton service running on this node and the batch does not
contain any of the relocation target nodes for the service.

Restarts the Oracle Grid Infrastructure stack batch by batch.

*  Service availability factor (- saf Z+): You can specify a positive humber, as a
percentage, that will indicate the minimum number of database instances on which
a database service must be running. For example:

If you specify - saf 50 for a service running on two instances, then only one
instance can go offline at a time.

If you specify - saf 50 for a service running on three instances, then only one
instance can go offline at a time.

If you specify - saf 75 for a service running on two instances, then an error
occurs because the target can never be met.

The service availability factor is applicable for services running on at least
two instances. As such, the service availability factor can be 0% to indicate a
non-rolling move, but not 100%. The default is 50%.

If you specify a service availability factor for singleton services, then the
parameter will be ignored because the availability of such services is 100%
and the services will be relocated.

e -eval: You can optionally use this parameter to view the auto-generated batches.
This parameter also shows the sequence of the move operation without actually
patching the software.

Related Topics

*  rhpctl move gihome
Moves the Oracle Grid Infrastructure software stack from one home to another.

Combined Oracle Grid Infrastructure and Oracle Database Patching

ORACLE

When you patch an Oracle Grid Infrastructure deployment, Fleet Patching and
Provisioning enables you to simultaneously patch the Oracle Database homes on
the cluster, so you can patch both types of software homes in a single maintenance
operation.
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< Note:

You cannot patch both Oracle Grid Infrastructure and Oracle Database in
combination, with the independent automaton.

The following optional parameters of the rhpct| nove gi home command are relevant
to the combined Oracle Grid Infrastructure and Oracle Database patching use case:

e -auto: Automatically patch databases along with patching Oracle Grid
Infrastructure

e -dbhomes mappi ng_of _Oracl e_hones: Mapping of source and destination working
copies in the following format:

sour cewcl=destwcl, ..., source_oracl e_home_pat h=dest wcN

e -dblist db_name_|ist: Patch only the specified databases

e -excludedblist db_name_list: Patch all databases except the specified
databases

* -nodat apat ch: Indicates that dat apat ch is not be run for databases being moved

As an example, assume that a Fleet Patching and Provisioning Server with Oracle
Grid Infrastructure 12c release 2 (12.2) has provisioned the following working copies
on an Oracle Grid Infrastructure 12c release 1 (12.1.0.2) target cluster which includes
the node t est _749:

e (@3 121WCL: The active Grid home on the Oracle Grid Infrastructure 12c release 1
(12.1.0.2) cluster

(G 121WC2: A software-only Grid home on the Oracle Grid Infrastructure 12c release
1(12.1.0.2) cluster

e DB121WC1: An Oracle RAC 12c release 1 (12.1.0.2.0) database home running
database instances

e DB121025WCL: An Oracle RAC 12c release 1 (12.1.0.2.5) database home with no
database instances (this is the patched home)

e DB112WC1l: An Oracle RAC 11g release 2 (11.2.0.4.0) database home running
database instances

e DB112045WCL: An Oracle RAC 11g release 2 (11.2.0.4.5) database home with no
database instances (this is the patched home)

Further assume that you want to simultaneously move
*  Oracle Grid Infrastructure from working copy G 121WC1 to working copy G 121WC2

e Oracle RAC Database db1 from working copy DB121WC1 to working copy
DB121025WC1

*  Oracle RAC Database db2 in working copy DB112WC1 to working copy DB112045WC1
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The following single command accomplishes the moves:

$

rhpctl nove gihone -sourcewc G 121IWC1 -destwe G 121WC2 -auto
- dbhones DB121WC1=DB121025WC1, DB112WC1=DB112045WC1 -t ar get node

test_749 {authentication_option}

¢ Notes:

e If you have an existing Oracle home that is not currently a working
copy, then specify the Oracle home path instead of the working
copy name for the source home. In the preceding example, if the
Oracle home path for an existing 12.1.0.2 home is / u01/ app/ pr od/
12. 1. 0. 2/ dbhonel, then replace DB121WC1=DB121025WC1 with / u01/ app/
prod/ 12. 1. 0. 2/ dbhone1=DB121025WCL1.

< If the move operation fails at some point before completing, then
you can either resolve the cause of the failure and resume the
operation by rerunning the command, or you can undo the partially
completed operation by issuing the following command, which restores
the configuration to its initial state:

$ rhpctl nove gi home -destwe G 121WC2 -revert
{aut henti cation_opti on}

In the preceding command example, the Oracle Grid Infrastructure 12c release 1
(12.1.0.2) Grid home moves from working copy G 121WC1 to working copy G 121WC2,
databases running on working copy DB121WC1 move to working copy DB121025WC1, and
databases running on working copy DB112WC1 move to working copy DB112045WC1.

For each node in the client cluster, RHPCTL:

1.

Runs any configured pre-operation user actions for moving the Oracle Grid
Infrastructure (move gi hore).

Runs any configured pre-operation user actions for moving the database working
copies (nove dat abase).

Stops services running on the node, and applies drain and disconnect options.

Performs the relevant patching operations for Oracle Clusterware and Oracle
Database.

Runs any configured post-operation user actions for moving the database working
copies (nove dat abase).

Runs any configured post-operation user actions for moving the Oracle Grid
Infrastructure working copy (move gi hone).

Related Topics

rhpctl move gihome
Moves the Oracle Grid Infrastructure software stack from one home to another.
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Zero-Downtime Oracle Grid Infrastructure Patching

Use Fleet Patching and Provisioning to patch Oracle Grid Infrastructure without
bringing down Oracle RAC database instances.

Current methods of patching the Oracle Grid Infrastructure require that you bring down
all Oracle RAC database instances on the node where you are patching the Oracle
Grid Infrastructure home. This issue is addressed in the Grid Infrastructure layer where
by the database instances can continue to run during the grid infrastructure patching.

To enable zero-downtime Oracle Grid Infrastructure patching, use the rhpct| nove
gi home command in a manner similar to the following:

rhpctl nove gi home -tgip -sourcewc source_wor ki ngcopy_nane -destwc
destinati on_wor ki ngcopy_namne

Patching System Software Binaries

When using Zero Downtime Patching, only the binaries in the Oracle Grid
Infrastructure user space are patched. Additional Oracle Grid Infrastructure OS system
software, kernel modules and system commands including ACFS, AFD, OLFS, and OKA,
are not updated. These commands continue to run the version previous to the patch
version. After patching, the OPatch inventory displays the new patch number in the
inventory; however, the running OS system software does not contain these changes.
Only the OS system software that is available in the Grid Infrastructure home has been
patched.

To determine the OS system software that is available in the Grid Infrastructure
home, you can run the crsct| query driver activeversion-all command. To
determine what OS system software is running on the system, use crsct| query
driver softwareversion-all.

To update the Grid Infrastructure OS system software on a single node, you must
completely stop the Grid Infrastructure software. To stop the Grid Infrastructure
software, you must stop the Oracle RAC databases on the single node. After stopping
the Oracle RAC databases, run r oot . sh - updat eosf i | es to update all the Grid
Infrastructure OS system software on the single node.

# See Also:

e Oracle Automatic Storage Management Administrator's Guide for
information about Oracle Patching and Oracle ACFS
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Patching Oracle Grid Infrastructure Using Local-Mode Configuration

ORACLE

When you install Oracle Grid Infrastructure or when you upgrade an older version
to this current version, the Fleet Patching and Provisioning Server is configured
automatically in local mode.

# Note:

You must enable and start the Fleet Patching and Provisioning Server
using the following commands before you can use the local-mode patching
operation:

$ srvctl enabl e rhpserver
$ srvctl start rhpserver

To switch the Fleet Patching and Provisioning Server from local mode to the regular,
central mode (to manage remote targets), you must delete the current Fleet Patching
and Provisioning Server in local mode, as follows:

$ srvctl stop rhpserver
$ srvctl renove rhpserver

Proceed with the steps described in "Creating a Fleet Patching and Provisioning
Server" to create the central-mode Fleet Patching and Provisioning Server.

*  The independent automaton for patching Oracle Grid Infrastructure performs all of
the steps necessary to switch from one home to another. Because the automaton
is not aware of gold images, moving the database requires two home paths, as
follows:

$ rhpct! nove gi home —sourcehome Oracl e_hone_path -destinationhone
Oracl e_hone_pat h

Use the following rhpct| nmove gi home command parameters for the patching
operation:

e -node: If the home you are moving is an Oracle Grid Infrastructure home installed
on more than one node, then the default operation is a rolling update on all
nodes. To apply a patch to just one node, specify the name of that node with this
parameter.

e -nonrolling: If the home you are moving is an Oracle Grid Infrastructure home
installed on more than one node, then the default operation is a rolling update on
all nodes. To patch all nodes in a nonrolling manner, use this parameter instead of
the - node parameter.

e -ignorewcpat ches: By default, Fleet Patching and Provisioning will not perform
the move operation if the destination home is missing any patches present in
the source home. You can override this functionality by using this parameter, for
example, to move back to a previous source home if you must undo an update.
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Related Topics

* Creating a Fleet Patching and Provisioning Server
The Fleet Patching and Provisioning Server uses a repository that you create in an
Oracle ACFS file system in which you store all the software homes that you want
to make available to clients and targets.

Error Prevention and Automated Recovery Options

ORACLE

Fleet Patching and Provisioning has error prevention and automated recovery options
to assist you during maintenance operations.

During maintenance operations, errors must be avoided whenever possible and, when
they occur, you must have automated recovery paths to avoid service disruption.

Error Prevention

Many RHPCTL commands include the - eval parameter, which you can use to run
the command and evaluate the current configuration without making any changes to
determine if the command can be successfully run and how running the command will
impact the configuration. Commands that you run using the - eval parameter run as
many prerequisite checks as possible without changing the configuration. If errors are
encountered, then RHPCTL reports them in the command output. After you correct
any errors, you can run the command again using - eval to validate the corrections.
Running the command successfully using —eval provides a high degree of confidence
that running the actual command will succeed.

You can test commands with the - eval parameter outside of any maintenance window,
so the full window is available for the maintenance procedure, itself.

Automated Recovery Options

During maintenance operations, errors can occur either in-flight (for example, partway
through either an rhpct| nove dat abase orrhpctl nove gi home command) or after
a successful operation (for example, after an rhpct| nove dat abase command, you
encounter performance or behavior issues).

In-Flight Errors

Should in-flight errors occur during move operations:

e Correct any errors that RHPCTL reports and rerun the command, which will
resume running at the point of failure.

If rerunning the command succeeds and the move operation has a post-operation
user action associated with it, then the user action is run. If there is a pre-operation
user action, however, then RHPCTL does not rerun the command.

* Run a new move command, specifying only the destination from the failed move
(working copy or unmanaged home), an authentication option, if required, and use
the -revert parameter. This will restore the configuration to its initial state.

No user actions associated with the operation are run.

* Run a new move command, specifying only the destination from the failed move
(working copy or unmanaged home), an authentication option if required, and
the - abort parameter. This leaves the configuration in its current state. Manual
intervention is required at this point to place the configuration in a final state.

No user actions associated with the operation are run.
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Post-Update Issues

Even after a successful move operation to a new database or Oracle Grid
Infrastructure home, you still may need to undo the change and roll back to the prior
home. You can do this by rerunning the command with the source and destination
homes reversed. This is, effectively, a fresh move operation performed without
reference to the previous move operation.

" Note:

For the independent automatons, the source and destination homes are
always unmanaged homes (those homes not provisioned by Fleet Patching
and Provisioning). When the move operation is run on a Fleet Patching and
Provisioning Server or Fleet Patching and Provisioning Client, the destination
home must be a managed home that was provisioned by Fleet Patching and
Provisioning.

Upgrading Oracle Grid Infrastructure

If you are using Fleet Patching and Provisioning, then you can use a single command
to upgrade an Oracle Grid Infrastructure home.

Fleet Patching and Provisioning supports upgrades to Oracle Grid Infrastructure 12c¢
release 1 (12.1.0.2) from 11g release 2 (11.2.0.3 and 11.2.0.4). Upgrading to Oracle
Grid Infrastructure 12c release 2 (12.2.0.1) is supported from 11g release 2 (11.2.0.3
and 11.2.0.4) and 12c release 1 (12.1.0.2). The destination for the upgrade can be a
working copy of a gold image already provisioned or you can choose to create the
working copy as part of this operation.

As an example, assume that a target cluster is running Oracle Grid Infrastructure

on an Oracle Grid Infrastructure home that was provisioned by Fleet Patching and
Provisioning. This Oracle Grid Infrastructure home is 11g release 2 (11.2.0.4) and the
working copy is named accordingly.

After provisioning a working copy version of Oracle Grid Infrastructure 12c release 2
(12.2.0.1) (named GIOH12201 in this example), you can upgrade to that working copy
with this single command:

$ rhpct! upgrade gi hone -sourcewc G OHL1204 -destwe G OH12201

Fleet Patching and Provisioning is able to identify the cluster to upgrade based on the
name of the source working copy. If the target cluster was running on an unmanaged
Oracle Grid Infrastructure home, then you would specify the path of the source home
rather than providing a source working copy name, and you must also specify the
target cluster.
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< Note:

You can delete the source working copy at any time after completing an
upgrade. Once you delete the working copy, however, you cannot perform a
rollback. Also, use the rhpct| del et e wor ki ngcopy command (as opposed
to r m for example) to remove the source working copy to keep the Fleet
Patching and Provisioning inventory correct.

Oracle Database Software Management

The Oracle Fleet Patching and Provisioning Server provides an efficient and secure
platform for the distribution of Oracle Database Homes to targets and Oracle Fleet
Patching and Provisioning Clients.

Also, Oracle Fleet Patching and Provisioning Clients have the ability to fetch database
homes from the Oracle Fleet Patching and Provisioning Server.

Oracle Database homes are distributed in the form of working copies of gold images.
Database instances (one or more) can then be created on the working copy.

Oracle Fleet Patching and Provisioning also has commands for managing existing
databases, such as switching to a patched home or upgrading to a new database

version. These are both single commands which orchestrate the numerous steps

involved. Reverting to the original home is just as simple.

This section contains the following topics:

e Provisioning Oracle Database Homes

* Creating an Oracle Database

« Patching Oracle Database

» Patching Oracle Database with the Independent Automaton

e Upgrading Oracle Database Software

Provisioning Oracle Database Homes

ORACLE

Use the rhpct| add wor ki ngcopy command to provision a working copy of a
database home on a Fleet Patching and Provisioning Server, Client, or target.

* Runtherhpctl add worki ngcopy command on a Fleet Patching and Provisioning
Server, similar to the following example:

$ rhpctl add workingcopy -image dbl2c -path /u01/ app/dbusr/product/
12. 2.0/ db12201

-client client_007 -oracl ebase /u0l/app/ dbusr/ -workingcopy
we_db122_1

The preceding command example creates a working copy named we_db122_1 on
all nodes of the Fleet Patching and Provisioning Client cluster named cl i ent _007.
The gold image db12c¢ is the source of the workingcopy. The directory path
locations that you specify in the command must be empty.
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Related Topics
* rhpctl add workingcopy

Creating an Oracle Database

Create an Oracle Database on a working copy.

The Fleet Patching and Provisioning Server can add a database on a working copy
that is on the Fleet Patching and Provisioning Server, itself, a Fleet Patching and
Provisioning Client, or a non-Fleet Patching and Provisioning Client target. A Fleet
Patching and Provisioning Client can create a database on a working copy that is
running on the Fleet Patching and Provisioning Client, itself.

e After you create a working copy of a gold image and provision that working
copy to a target, you can create an Oracle Database on the working copy using
therhpctl add database command, similar to the following command example,
which creates an Oracle Real Application Clusters (Oracle RAC) database called
db12201 on a working copy called we_db122_1:

$ rhpctl add database —workingcopy wc_dbl122 1 —dbnane db12201 - node
client_007_nodel, client_007_node2 -dbtype RAC -datafileDestination
DATA007_DG

The preceding example creates an administrator-managed Oracle RAC database on
two nodes in a client cluster. The data file destination is an Oracle ASM disk group that
was created prior to running the command. Additionally, you can create Oracle RAC
One Node and non-cluster databases.

# Note:

When you create a database using Fleet Patching and Provisioning, the
feature uses random passwords for both the SYS and SYSTEM schemas in
the database and you cannot retrieve these passwords. A user with the DBA
or operator role must connect to the database, locally, on the node where it is
running and reset the passwords to these two accounts.

Patching Oracle Database

ORACLE

To patch an Oracle database, you move the database home to a new home, which
includes the patches you want to implement.

Use the rhpct| nove dat abase command to move one or more database homes to a
working copy of the same database release level. The databases may be running on a
working copy, or on an Oracle Database home that is not managed by Fleet Patching
and Provisioning.

When the move operation is initiated by a Fleet Patching and Provisioning Server

or Client, the version moved to must be a working copy of a gold image. You can

also perform this operation using the independent automaton in an environment where
no Fleet Patching and Provisioning Server is present. In this case, the source and
destination homes are not working copies of gold images, but are two installed homes
that you deployed with some method other than using Fleet Patching and Provisioning.
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The working copy to which you are moving the database can be at a lower patch
level than the current database home. This facilitates rollback in the event that you
encounter any problems after moving to the higher level patched home.

The working copy to which you are moving the database home can be at the same
patch level as the original working copy. This is useful if you are moving a database
home from one storage location to another, or if you wish to convert an unmanaged
home to a managed home while staying at the same patch level.

Fleet Patching and Provisioning applies all patches out-of-place, minimizing the
downtime necessary for maintenance. Fleet Patching and Provisioning also preserves
the current configuration, enabling the rollback capability previously described. By
default, Fleet Patching and Provisioning applies patches in a rolling manner, which
reduces, and in many cases eliminates, service downtime. Use the - nonrol | i ng
option to perform patching in non-rolling mode. The database is then completely
stopped on the old ORACLE_HOME, and then restarted to make it run from the newly
patched ORACLE_HOME.

< Note:

Part of the patching process includes applying Datapatch. When you move
an Oracle Database 12c release 1 (12.1) or higher, Fleet Patching and
Provisioning completes this step for you. When you move to a version
previous to Oracle Database 12c release 1 (12.1), however, you must run
Datapatch manually. Fleet Patching and Provisioning is Oracle Data Guard-
aware, and will not apply Datapatch to Oracle Data Guard standbys.

Workflow for Database Patching

Assume that a database named nyor cl db is running on a working copy that was
created from an Oracle Database 12c release 2 (12.2) gold image named DB122. The
typical workflow for patching an Oracle Database home is as follows:

1. Create a working copy of the Oracle Database that you want to patch, in this case
DB122.

2. Apply the patch to the working copy you created.
3. Test and validate the patched working copy.

4. Usetherhpctl add i mage command to create a gold image (for example,
DB122_PATCH) from the patched working copy.

¢ Note:

The working copy you specify in the preceding command must be hosted
on the Fleet Patching and Provisioning Server in Fleet Patching and
Provisioning-managed storage.

5. Delete the patched working copy with the patched Oracle Database using the
rhpct!| del ete worki ngcopy command.
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< Note:

Do not remove directly using the r mcommand or some other method,
because this does not update the Fleet Patching and Provisioning
inventory information.

6. Create a working copy from the patched gold image, (DB122_PATCH).
7. Move nyor cl db to the working copy you just created.

8. When you are confident that you will not need to roll back to the working copy
on which the database was running at the beginning of the procedure, delete that
working copy using the rhpct| del et e wor ki ngcopy command.

Patching Oracle Database in a Data Guard Environment

Oracle Fleet Patching and Provisioning Server checks if the role of the database
allows the execution of dat apat ch and acts accordingly. For example, if the database
role is primary, Oracle FPP runs dat apat ch at the end of the moving process, and
does not run dat apat ch if the database role is physical standby.

However, Oracle FPP is not aware of the standby topology and does not check for

the patching level of the working copy on the standby locations. You must ensure

that the standby database is always moved to a patched working copy before moving
the primary database. Also, if you move the standby database to a patched working
copy and a switchover or a failover occurs before moving the primary database to

the patched working copy, it is possible that dat apat ch has not been executed on the
primary database. This is because both sites have been moved to the patched working
copy when the role was physical standby. In this case, you must run dat apat ch
manually on the primary database.

Patching Oracle Database Using Batches

During database patching, Fleet Patching and Provisioning can sequentially process
batches of nodes, with a number of nodes in each batch being restarted in parallel.
This method maximizes service availability during the patching process. You can
define the batches on the command line or choose to have Fleet Patching and
Provisioning generate the list of batches based on its analysis of the database
services running in the cluster.

Adaptive Oracle RAC-Rolling Patching for OJVM Deployments

In a clustered environment, the default approach for applying database maintenance
with Fleet Patching and Provisioning is Oracle RAC rolling. However, non-rolling may
be required if the new (patched) database home contains OJVM patches. In this case,
Fleet Patching and Provisioning determines whether the rolling approach is possible,
and rolls when applicable. (See MOS Note 2217053.1 for details.)

Related Topics

e Patching Oracle Grid Infrastructure

*  Provisioning Copies of Gold Images

* Adding Gold Images to the Fleet Patching and Provisioning Server
*  RHPCTL Command Reference
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Patching Oracle Database with the Independent Automaton

ORACLE

The independent local-mode automaton updates Oracle Database homes, including
Oracle Database single-instance databases in a cluster or standalone (with no Oracle
Grid Infrastructure), an Oracle RAC database, or an Oracle RAC One Node database.

* The independent automaton for Oracle Database patching performs all of the
steps necessary to switch from one home to another. Because the automaton
is not aware of gold images, moving the database requires two home paths, as
follows:

$ rhpct! nove database -sourcehome Oracl e_hone_path -desthone
destination_oracle_hone_path

Use the following rhpct| nove dat abase command parameters for any of the patching
scenarios:

» -dbnane: If the database home is hosting more than one database, you can
move specific databases by specifying a comma-delimited list with this parameter.
Databases not specified are not moved. If you do not use this parameter, then
RHPCTL moves all databases.

¢ Note:

If you are moving a non-clustered (single-instance) database, then, for
the value of the - dbnane parameter, you must specify the SID of the
database instead of the database name.

e -ignorewcpat ches: By default, Oracle Fleet Patching and Provisioning will not
perform the move operation if the destination home is missing any patches present
in the source home. You can override this functionality by using this parameter, for
example, to move back to a previous source home if you must undo an update.

The following parameters apply only to clustered environments:

e -node: If the home you are moving is a database home installed on more than one
node, then the default operation is a rolling update on all nodes. To apply a patch
to just one node, specify the name of that node with this parameter.

e -nonrolling: Ifthe home you are moving is a database home installed on more
than one node, then the default operation is a rolling update on all nodes. To
patch all nodes in a nonrolling manner, use this parameter instead of the - node
parameter.

-di sconnect and - nor epl ay: Applies to single-instance Oracle Databases, and Oracle
RAC, and Oracle RAC One Node database. Use the - di sconnect parameter to
disconnect all sessions before stopping or relocating services. If you choose to use

- di sconnect, then you can choose to use the - nor epl ay parameter to disable session
replay during disconnection.

-drai n_ti neout : Applies to single-instance Oracle Databases, Oracle RAC, and
Oracle RAC One Node database. Use this parameter to specify the time, in seconds,
allowed for session draining to be completed from each node. Accepted values are an
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empty string ("), 0, or any positive integer. The default value is an empty string, which
means that this parameter is not set. This is applicable to older versions to maintain
traditional behavior. If it is set to 0, then the stop option is applied immediately.

The draining period is intended for planned maintenance operations. During the
draining period, on each node in succession, all current client requests are processed,
but new requests are not accepted.

- st opopt i on: Applies to single-instance Oracle Databases, Oracle RAC, and
Oracle RAC One Node database. Specify a stop option for the database.

Stop options include: ABORT, IMMEDIATE, NORMAL, TRANSACTIONAL, and
TRANSACTIONAL_LOCAL.

" Note:

The rhpct| nove database command is Oracle Data Guard-aware, and will
not run Datapatch if the database is an Oracle Data Guard standby.

Related Topics

* rhpctl move database
Moves one or more databases from a source working copy or any Oracle
Database home to a patched working copy.

Patching Oracle Exadata Software

ORACLE

In addition to Oracle Grid Infrastructure and Oracle Database homes, Oracle
Fleet Patching and Provisioning supports patching the Oracle Exadata components:
database nodes, storage cells, and InfiniBand switches.

The first time you patch an Oracle Exadata system using Oracle Fleet Patching and
Provisioning, run the rhpct| add wor ki ngcopy command, which stores the Oracle
Exadata system information (list of nodes and the images with which they were last
patched) on the Oracle Fleet Patching and Provisioning Server, before patching the
desired Oracle Exadata nodes.

For subsequent patching, run the rhpct| updat e wor ki ngcopy command. After
patching, Oracle Fleet Patching and Provisioning updates the images of the nodes.

When you run the rhpct| query wor ki ngcopy command for a working copy based
on the EXAPATCHSOFTWARE image type, the command returns a list of nodes and their
images.

To use Oracle Fleet Patching and Provisioning to patch Oracle Exadata:

1. Import an image of the EXAPATCHSOFTWARE image type, using the rhpct | i nport
i mage command on an Oracle Fleet Patching and Provisioning Server, similar to
the following:

$ rhpct! inport inmage -inmage EXAL -inmgetype EXAPATCHSOFTWARE -

pat h /tnp/ Exadat aPat chBundl e
-version 12.1.2.2.3.160720
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< Note:

*  You can only run the rhpct| i nport i mage command on an Oracle
Fleet Patching and Provisioning Server.

e You must rename the patch zip files to include the words storage,
database and, iso, so that Oracle Fleet Patching and Provisioning
can distinguish among them.

If this is the first time you are using Oracle Fleet Patching and Provisioning
to patch Oracle Exadata, then use the rhpct| add wor ki ngcopy command, as
follows:

$ rhpctl add workingcopy -image image_nanme -root {[-dbnodes
dbnode_list]

[-cells cell list] [-ibswitches ibswitch_ list]} [-fromode
node_nang]

[-unkey] [-sntpfrom"address"] [-sntpto "addresses"] [-
precheckonl y]

[-nodifyatprereq] [-resetforce] [-force]

The preceding command stores the list of nodes (database nodes, cells, and
InfiniBand switches) and the version of each node in Oracle Fleet Patching and
Provisioning on the working copy, in addition to the type of node and the type of
image.

For subsequent patching operations, after you create a gold image with updated
database, storage cell, and switch files, run the rhpct | updat e wor ki ngcopy
command to patch one, two, or all three Oracle Exadata components, as follows:

$ rhpct| update worki ngcopy -inage image_nanme -root {[-dbnodes
dbnode _list] [-cells cell list]

[-ibswitches ibswitch list]} [-fromode node name] [-unkey] [-
smt pf rom "address"]

[-sntpto "addresses"] [-precheckonly] [-nodifyatprereq] [-
resetforce] [-force]

# Note:

The name of the working copy remains the same throughout the life
cycle of patching the given Oracle Exadata target.

You can choose to patch only the database nodes, cells, or InfiniBand switches
or any combination of the three. Patching occurs in the following order: InfiniBand
switches, cells, database nodes.

Display the list of nodes and their images, as follows:

$ rhpct! query worki ngcopy -worki ngcopy wor ki ng_copy_nane
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5. Delete the working copy, as follows:
rhpctl del ete worki ngcopy -workingcopy working_copy_nane

Related Topics

e rhpctl import image
Creates an image on the Fleet Patching and Provisioning Server.

e rhpctl add workingcopy
Creates a working copy on a client cluster.

* rhpctl update workingcopy

Upgrading Oracle Database Software

Fleet Patching and Provisioning provides two options for upgrading Oracle Database.
Both options are performed with a single command.

The rhpct| upgrade dat abase command performs a traditional upgrade incurring
downtime. The rhpct| zdtupgrade database command performs an Oracle RAC or
Oracle RAC One Node upgrade with minimal or no downtime.

You can use Fleet Patching and Provisioning to provision, scale, and patch Oracle
Database 119 release 2 (11.2.0.4) and later releases. You can also upgrade Oracle
Databases from 119 release 2 (11.2.0.4), 12c release 1 (12.1.0.2), 12c release 2
(12.2), and 18c to Oracle Database 19c. Refer to Oracle Database Upgrade Guide for
information about Oracle Database direct upgrade paths.

# Note:

The version of Oracle Grid Infrastructure on which the pre-upgrade database
is running must be the same version or higher than the version of the
database to which you are upgrading.

The destination for the upgrade can be a working copy already provisioned, or you can
choose to create the working copy of gold image as part of this operation.

The pre-upgrade database can be running on a working copy (a managed home that
was provisioned by Fleet Patching and Provisioning) or on an unmanaged home. In
the first case, you can roll back the upgrade process with a single RHPCTL command.

# Note:

You can delete the source working copy at any time after completing an
upgrade. Once you delete the working copy, however, you cannot perform a
rollback. Also, use the rhpct| del et e wor ki ngcopy command (as opposed
to rm for example) to remove the source working copy to keep the Fleet
Patching and Provisioning inventory correct.

Related Topics
* rhpctl upgrade database
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* rhpctl zdtupgrade database

Zero-Downtime Upgrade

ORACLE

Using Fleet Patching and Provisioning, which automates and orchestrates database
upgrades, you can upgrade an Oracle RAC or Oracle RAC One Node database with
no disruption in service.

The zero-downtime upgrade process is resumable, restartable, and recoverable
should any errors interrupt the process. You can fix the issue then re-run the
command, and Fleet Patching and Provisioning continues from the error point. Oracle
also provides hooks at the beginning and end of the zero-downtime upgrade process,
allowing call outs to user-defined scripts, so you can customize the process.

" Note:

You can use zero-downtime patching only for out-of-place patching of Oracle
Grid Infrastructure 19c Release Update (RU) 19.8 or later releases with
Oracle RAC or Oracle RAC One Node databases of 19c or later releases. If
your Oracle RAC or Oracle RAC One Node database release is older than
19c, then the database instances stop during zero-downtime patching.

You can use the zero-downtime upgrade process to upgrade databases that meet the
following criteria:

- Database upgrade targets: Oracle RAC and Oracle RAC One Node, with the
following upgrade paths:

11.2.0.4t0 12.1.0.2
11.2.0.4t0 12.2
11.2.0.4 to 18c
12.1.0.2t0 12.2
12.1.0.2to 18c
12.1.0.2to 19c
12.2to 18c

12.2t0 19c

18c to 19¢c

* Fleet Patching and Provisioning management: The source database home can
either be unmanaged (not provisioned by Fleet Patching and Provisioning service)
or managed (provisioned by Fleet Patching and Provisioning service)

- Database state: The source database must be in archive log mode

Upgrading Container Databases

You can use Fleet Patching and Provisioning to upgrade CDBs but Fleet Patching

and Provisioning does not support converting a non-CDB to a CDB during upgrade.

To prepare for a zero-downtime upgrade, you complete configuration steps and
validation checks. When you run a zero-downtime upgrade using Fleet Patching and
Provisioning, you can stop the upgrade and resume it, if necessary. You can recover
from any upgrade errors, and you can restart the upgrade. You also have the ability to
insert calls to your own scripts during the upgrade, so you can customize your upgrade
procedure.
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Zero-Downtime Upgrade Environment Prerequisites

Server environment: Oracle Grid Infrastructure 18c with Fleet Patching and
Provisioning

Database hosts: Databases hosted on one of the following platforms:
— Oracle Grid Infrastructure 18c Fleet Patching and Provisioning Client
— Oracle Grid Infrastructure 18c Fleet Patching and Provisioning Server

— Oracle Grid Infrastructure 12¢ (12.2.0.1) Fleet Patching and Provisioning
Client

— Oracle Grid Infrastructure 12¢ (12.1.0.2) target cluster

Database-specific prerequisites for the environment: During an upgrade, Fleet
Patching and Provisioning manages replication to a local data file to preserve
transactions applied to the new database when it is ready. There are two
possibilities for the local data file:

Snap clone, which is available if the database data files and redo and archive
redo logs are on Oracle ACFS file systems
Full copy, for all other cases

Fleet Patching and Provisioning requires either Oracle GoldenGate or Oracle
Data Guard during a zero-downtime database upgrade. As part of the upgrade
procedure, Fleet Patching and Provisioning configures and manages the Oracle
GoldenGate deployment.

Running a Zero-Downtime Upgrade Using Oracle GoldenGate for

Replication

ORACLE

Run a zero-downtime upgrade using Oracle GoldenGate for replication.

1.

Prepare the Fleet Patching and Provisioning Server.

Create gold images of the Oracle GoldenGate software in the image library of the
Fleet Patching and Provisioning Server.

# Note:

You can download the Oracle GoldenGate software for your platform
from Oracle eDelivery. The Oracle GoldenGate 12.3 installable kit
contains the required software for both Oracle Database 11g and Oracle
Database 12c databases.

If you download the Oracle GoldenGate software, then extract the software home
and perform a software only installation on the Fleet Patching and Provisioning
Server.

Create gold images of the Oracle GoldenGate software for both databases, as
follows:

$ rhpct! inport image -inmage 112ggi mage -path path -inagetype
ORACLEGGSOFTWARE
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$ rhpct! inport inmage -inmage 12ggi nage -path path -inmagetype
ORACLEGGSOFTWARE

In both of the preceding commands, pat h refers to the location of the Oracle
GoldenGate software home on the Fleet Patching and Provisioning Server for
each release of the database.

Prepare the target database.

Provision working copies of the Oracle GoldenGate software to the cluster hosting
the database, as follows:

$ rhpctl add wor ki ngcopy -wor ki ngcopy GG Wopy_11g -i nage
112ggi nage - user

user_nane -node 12102_cluster_node -path path {-root | -sudouser
user _nane

-sudopat h sudo_bi n_pat h}
$ rhpctl add wor ki ngcopy -worki ngcopy GG Wopy_12c -inage 12ggi mage
- user

user_nane -node 12102_cluster_node -path path {-root | -sudouser
user _nane

-sudopat h sudo_bi n_pat h}

If the database is hosted on the Fleet Patching and Provisioning Server, itself, then
neither the -t ar get node nor - cl i ent parameters are required.

# Note:

Working copy hames must be unique, therefore you must use a different
working copy name on subsequent targets. You can create unique
working copy names by including the name of the target/client cluster
name in the working copy name.

Provision a working copy of the Oracle Database 12c¢ software home to the target
cluster.

# Note:

You can do this preparation ahead of the maintenance window without
disrupting any operations taking place on the target.

You can run the upgrade command on the Fleet Patching and Provisioning

Server to upgrade a database hosted on the server, an Oracle Database 12¢
release 1 (12.1.0.2) target cluster, or a database hosted on a Fleet Patching and
Provisioning Client 12c release 2 (12.2.0.1) or 18c. You can also run the command
a Fleet Patching and Provisioning Client 18c to upgrade a database hosted on the
client, itself.

Use the upgrade command similar to the following:

$ rhpct! zdtupgrade dat abase -dbnane sierra -destwe DB Wopy_121
- ggsrcwe
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GG Wopy_11g -ggdstwe GG Wopy_12c -targetnode 12102_cl uster _node
-r oot

In the preceding command, 12102_cl ust er _node refers to the Oracle Grid
Infrastructure 12c¢ release 1 (12.1.0.2) cluster hosting the database you want to
upgrade.

Related Topics

* rhpctl import image
Creates an image on the Fleet Patching and Provisioning Server.

*  rhpctl add workingcopy
Creates a working copy on a client cluster.

* rhpctl zdtupgrade database

Running a Zero-Downtime Upgrade Using Oracle Data Guard for

Replication

ORACLE

Run a zero-downtime upgrade using Oracle Data Guard for replication.

You can run the zero-downtime upgrade command using Oracle Data Guard’'s
transient logical standby (TLS) feature. All of the steps involved are orchestrated by
the zero-downtime upgrade command.

After you provision the destination database Home, the following prerequisites must be
met:

e Data Guard Broker is not enabled
* Flash recovery area (FRA) is configured

*  The following example of a zero-downtime upgrade using Oracle Data Guard
upgrades an Oracle Database 11g release 2 (11.2.0.4), si err a, running on the
target cluster, which includes a node, t ar get cl ust 003, to an Oracle Database
12c release 1 (12.1.0.2) (the destination working copy, which was provisioned
from a Gold Image stored on the Fleet Patching and Provisioning Server named
rhps. exampl e. com:

$ rhpctl zdtupgrade database -dbnane sierra -destwc WC121DB4344 -
cl onedat adg DBDATA -t ar get node node90743 -root

Enter user "root" password:

node90753. exanpl e. com starting zero downti me upgrade operation ..
node90753. exanpl e. com verifying patches applied to Oracle hones ...
node90753. exanpl e. com verifying if database "sierra" can be
upgraded with zero downtinme ..

node90743: 15:09: 10. 459: Verifying whether database "sierra" can be
cloned ...

node90743: 15:09: 10. 462: Verifying that database "sierra" is a
primary database ..

node90743: 15:09: 14.672: Verifying that connections can be created
to database "sierra" ...

< ... >

node90743: 15:14:58.015: Starting redo apply ...

node90743: 15:15:07.133: Configuring primary database "sierra" ...
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HHR R R R R R R R R R R R R
node90753. exanpl e.com retrieving information about database
"xmvot kvd" ...

node90753. exanpl e. com creating services for snapshot database
"xmvot kvd" ...

HHR R R R R T R A R R R R R
node90743: 15:15:33.640: Macro step 1: Getting information and
validating setup ..

<... >

node90743: 15:16:02.844: Macro step 2: Backing up user environnent
in case upgrade is aborted

node90743: 15:16:02.848: Stopping media recovery for database
"xmvot kvd" ...

node90743: 15:16:05.858: Creating initial restore point
"NZDRU_0000_0001" ..

<... >

node90743: 15:16:17.611: Macro step 3: Creating transient |ogica
standby from existing physical standby ...

node90743: 15:16:18.719: Stopping instance "xnvotkvd2" of database
"xmvot kvd" ...

node90743: 15:16:43.187: Verifying that database "sierra" is a
primary database ..

<... >

node90743: 15:19:27.158: Macro step 4: Upgrading transient |ogica
standby dat abase ..

node90743: 15:20:27.272: Disabling service "sierrasvc" of database
"xmvot kvd" ...

node90743: 16: 36: 54.684: Macro step 5: Validating upgraded

transi ent |ogical standby database ..

node90743: 16:37:09.576: Creating checkpoint "NzZDRU 0301" for

dat abase "xmvotkvd" during stage "3" and task "1" ..

node90743: 16:37:09.579: Stopping media recovery for database
"xmvot kvd" ...

node90743: 16:37:10.792: Creating restore point "NZDRU 0301" for
dat abase "xnvotkvd" ...

node90743: 16:37:11.998: Macro step 6: Switching role of transient
| ogi cal standby database ..

node90743: 16:37:12.002: Verifying that database "sierra" is a
primary database ..

<... >

node90743: 16:39: 07.425: Macro step 7: Flashback former primry
dat abase to pre-upgrade restore point and convert to physica
standby ...

node90743: 16:39: 08.833: Stopping instance "sierra2" of database
"sierra" ..

<... >

node90743: 16:41:17.138: Macro step 8: Recovering forner prinary
dat abase ..

node90743: 16:41:19.045: Verifying that database "sierra" is
mounted ..

<... >

node90743: 17:20:21.378: Macro step 9: Switching back ..

<... >

R R R R T R R R R R R T
node90753. exanpl e. com del eting snapshot database "xmvotkvd" ...

5-49



Chapter 5
Persistent Home Path During Patching

Customizing Zero-Downtime Upgrades

You can customize zero-downtime upgrades using the user-action framework of Fleet
Patching and Provisioning.

To use the user-action framework, you can provide a separate script for any or all of
the points listed in the overall process.

Table 5-2 Zero-Downtime Upgrade Plugins
|

Plugin Type Pre or Post Plugin runs...
ZDTUPGRADE _DATABASE  Pre Before Fleet Patching and Provisioning starts zero-
downtime upgrade.
Post After Fleet Patching and Provisioning completes zero-
downtime upgrade.
ZDTUPGRADE_DATABASE  Pre Before creating the snapshot or full-clone database.
SNAPDB Post After starting the snapshot or full-clone database (but
before switching over).
ZDTUPGRADE _DATABASE  Pre Before running DBUA (after switching over).
DBUA Post After DBUA completes.
ZDTUPGRADE_DATABASE  Pre Before switching back users to the upgraded source
SW TCHBACK database.
Post After switching back users to the upgraded source
database (before deleting snapshot or full-clone
database).

» To register a plugin to be run during a zero-downtime upgrade, run the following
command:

$ rhpct! add useraction -useraction user_action_name -actionscript
script_name

{-pre | -post} -optype {ZDTUPGRADE_DATABASE |
ZDTUPGRADE_DATABASE_SNAPDB |

ZDTUPGRADE_DATABASE DBUA | ZDTUPGRADE_DATABASE_SW TCHBACK}

You can specify run-time input to the plugins using the - user act i ondat a option of
therhpct!l zdtupgrade database command.

Persistent Home Path During Patching

ORACLE

Oracle recommends out-of-place patching when applying updates.

Out-of-place patching involves deploying the patched environment in a new directory
path and then switching the software home to the new path. This approach allows for
non-disruptive software distribution because the existing home remains active while
the new home is provisioned, and also facilitates rollback because the unpatched
software home is available should any issues arise after the switch. Additionally, out-
of-place patching for databases enables you to choose to move a subset of instances
to the new home if more than one instance is running on the home, whereas with
in-place patching, you must patch all instances at the same time.
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A potential impediment to traditional out-of-place patching is that the software home
path changes. While Oracle Fleet Patching and Provisioning manages this internally
and transparently for Oracle Database and Oracle Grid Infrastructure software, some
users have developed scripts which depend on the path. To address this, Oracle Fleet
Patching and Provisioning uses a file system feature that enables separation of gold
image software from the site-specific configuration changes, so the software home
path is persistent throughout updates.

This feature is available with Oracle Database 12c release 2 (12.2) and Oracle Grid
Infrastructure 12c release 2 (12.2) working copies provisioned in local storage. Also, if
you provision an Oracle Database 12c release 2 (12.2) or an Oracle Grid Infrastructure
12c release 2 (12.2) home without using this feature, then, during a patching operation
using either the rhpct| nove dat abase orrhpctl nove gi home command, you can
convert to this configuration and take advantage of the feature.

¢ Note:

You can only patch Oracle Grid Infrastructure on an Oracle Fleet Patching
and Provisioning Client with a home that is based on a persistent home path
from an Oracle Fleet Patching and Provisioning Server.

Managing Fleet Patching and Provisioning Clients

Management tasks for Fleet Patching and Provisioning Clients include creation,
enabling and disabling, creating users and assigning roles to those users, and
managing passwords.

Using SRVCTL and RHPCTL, you can perform all management tasks for a Fleet
Patching and Provisioning Client.

Creating a Fleet Patching and Provisioning Client

ORACLE

Users operate on a Fleet Patching and Provisioning Client to perform tasks such as
requesting deployment of Oracle homes and querying gold images.

To create a Fleet Patching and Provisioning Client:

1. If there is no highly available VIP (HAVIP) on the Fleet Patching and Provisioning
Server, then, as the root user, create an HAVIP, as follows:

# srvctl add havip -id id -address {host_name | ip_address}

You can specify either a host name or IPv4 or IPv6 IP address. The IP address
that you specify for HAVIP or the address that is resolved from the specified host
name must not be in use when you run this command.
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< Note:

The highly available VIP must be in the same subnet as the default
network configured in the Fleet Patching and Provisioning Server cluster.
You can obtain the subnet by running the following command:

$ srvctl config network -netnum 1

On the Fleet Patching and Provisioning Server as the Grid home owner, create the
client data file, as follows:

$ rhpctl add client -client client_cluster_name -toclientdata path

RHPCTL creates the client data file in the directory path you specify after the
-tocli ent dat a flag. The name of the client data file is cl i ent _cl uster_name. xm .

" Note:

The client _cluster_name must be unique and it must match the cluster
name of the client cluster where you run step 4.

Copy the client data file that you created in the previous step to a directory on the
client cluster that has read/write permissions to the Grid home owner on the Fleet
Patching and Provisioning Client.

Create the Fleet Patching and Provisioning Client by running the following
command as r oot on the client cluster:

# srvctl add rhpclient -clientdata path_ to client_data
[ - diskgroup disk_group_name -storage base_path]

If you want to provision working copies to Oracle ACFS storage on this cluster,
and you have already created a disk group for this purpose, then specify this disk
group in the preceding command. In this case, also specify a storage path which
will be used as a base path for all mount points when creating Oracle ACFS file
systems for storing working copies.
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< Note:

Once you configure a disk group on a Fleet Patching and Provisioning
Client, you cannot remove it from or change it in the Fleet Patching

and Provisioning Client configuration. The only way you can do either
(change or remove) is to completely remove the Fleet Patching and
Provisioning Client using the srvct| renove client command, and then
add it back with a different disk group, if necessary. Before you remove

a Fleet Patching and Provisioning Client, ensure that you remove all
registered users from this cluster and all working copies provisioned on
this cluster.

5. Start the Fleet Patching and Provisioning Client, as follows:

$ srvctl start rhpclient

6. Check the status of the Fleet Patching and Provisioning Client, as follows:
$ srvct!l status rhpclient

Related Topics
e Oracle Clusterware Administration and Deployment Guide

* RHPCTL Command Reference
Use the Fleet Patching and Provisioning Control (RHPCTL) utility to manage Fleet
Patching and Provisioning in your cluster.

Enabling and Disabling Fleet Patching and Provisioning Clients

On the Fleet Patching and Provisioning Server, you can enable or disable a Fleet
Patching and Provisioning Client.

Fleet Patching and Provisioning Clients communicate with the Fleet Patching and
Provisioning Server for all actions. You cannot run any RHPCTL commands without a
connection to a Fleet Patching and Provisioning Server.

To enable or disable a Fleet Patching and Provisioning Client, run the following
command from the Fleet Patching and Provisioning Server cluster:

$ rhpct! nmodify client -client client_nane -enabl ed TRUE | FALSE

To enable a Fleet Patching and Provisioning Client, specify - enabl ed TRUE.
Conversely, specify - enabl ed FALSE to disable the client. When you disable a Fleet
Patching and Provisioning Client cluster, all RHPCTL commands from that client
cluster will be rejected by the Fleet Patching and Provisioning Server, unless and until
you re-enable the client.
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< Note:

Disabling a Fleet Patching and Provisioning Client cluster does not disable
any existing working copies on the client cluster. The working copies will
continue to function and any databases in those working copies will continue
to run.

Deleting a Fleet Patching and Provisioning Client

Use the following procedure to delete a Fleet Patching and Provisioning Client.

ORACLE

1.

Before deleting the Fleet Patching and Provisioning Client, you must first delete
the working copies and users on the Fleet Patching and Provisioning Server, as
follows:

a. Query the list of working copies that have been provisioned on the Fleet
Patching and Provisioning Client cluster.

Run the following command:
$ rhpct! query workingcopy -client client_nane

b. Delete each of the working copies listed in the output of the preceding
command.

Run the following command for each working copy and specify the name of
the working copy you want to delete:

$ rhpct! del ete worki ngcopy -workingcopy wor ki ng_copy_nane

c. Query the list of users from the Fleet Patching and Provisioning Client cluster.

Run the following command:

$ rhpct! query user -client client_name

d. Delete the users listed in the output of the preceding command, as follows:

Run the following command and specify the name of the user you want to
delete and the name of the client:

$ rhpctl del ete user -user user_name —lient client_name

On the Fleet Patching and Provisioning Client cluster, delete the client, as follows:
a. Stop the Fleet Patching and Provisioning Client daemon.

Run the following command:

$ srvctl stop rhpclient

b. Delete the Fleet Patching and Provisioning Client configuration.
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Run the following command:

$ srvct! renove rhpclient

3. Delete the client site configuration on the Fleet Patching and Provisioning Server
cluster.

Run the following command and specify the name of the client:

$ rhpct! delete client -client client_nane

Creating Users and Assigning Roles for Fleet Patching and
Provisioning Client Cluster Users

Oracle Fleet Patching and Provisioning (Oracle FPP) enables you to create users and
assign roles to them when you create an Oracle FPP client.

When you create a Fleet Patching and Provisioning Client with the rhpct| add client
command, you can use the - mapr ol es parameter to create users and assign roles to
them. You can associate multiple users with roles, or you can assign a single user
multiple roles with this command.

After the client has been created, you can add and remove roles for users using the
rhpctl grant rol e command and the rhpct| revoke rol e, respectively.

Managing the Fleet Patching and Provisioning Client Password

ORACLE

The Oracle Fleet Patching and Provisioning (Oracle FPP) Client uses a password
stored internally to authenticate itself with the RHP server.

You cannot query the Oracle FPP Client password, however, if for some reason, you
are required to reset this password, then you can do so, as follows, on the RHP server
cluster:

1. Run the following command on the Fleet Patching and Provisioning Server cluster
to generate a new password and store it in the client credential:

$ rhpctl nodify client -client client_nane -password

2. Run the following command on the Fleet Patching and Provisioning Server cluster
to generate a credential file:

$ rhpctl export client -client client_nanme -clientdata file_path

For example, to generate a credential file for a Fleet Patching and Provisioning
Client named nj k9394:

$ rhpctl export client -client nj k9394 -clientdata /tnp/njk9394. xni

3. Continuing with the preceding example, transport the generated credential file
securely to the Fleet Patching and Provisioning Client cluster and then run the
following command on any node in the Fleet Patching and Provisioning Client
cluster:

$ srvctl nodify rhpclient -clientdata path_to_njk9394. xm

4. Restart the Fleet Patching and Provisioning Client daemon by running the
following commands on the Fleet Patching and Provisioning Client cluster:
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$ srvctl stop rhpclient
$ srvctl start rhpclient

User-Defined Actions

ORACLE

You can create actions for various Oracle Fleet Patching and Provisioning operations,
such as import image, add and delete working copy, and add, delete, move, and
upgrade a software home.

You can create actions for various Oracle Fleet Patching and Provisioning operations,
such as import image, add and delete working copy of a gold image, and add,

delete, move, and upgrade a software home. You can define different actions for
each operation, which can be further differentiated by the type of image to which the
operation applies. User-defined actions can be run before or after a given operation,
and are run on the deployment on which the operation is run, whether it be an Oracle
Fleet Patching and Provisioning Server, an Oracle Fleet Patching and Provisioning
Client (12c release 2 (12.2), or later), or a target that is not running an Oracle Fleet
Patching and Provisioning Client.

User-defined actions are shell scripts which are stored on the Oracle Fleet Patching
and Provisioning Server. When a script runs, it is given relevant information about the
operation on the command line. Also, you can associate a file with the script. The
Oracle Fleet Patching and Provisioning Server will copy that file to the same location
on the Client or target where the script is run.

For example, perhaps you want to create user-defined actions that are run after a
database upgrade, and you want to define different actions for Oracle Database 11g
and 12c. This requires you to define new image types, as in the following example
procedure.

1. Create a new image type, (DB11l MAGE, for example), based on the
ORACLEDBSOFTWARE image type, as follows:

$ rhpctl add imagetype -imagetype DBLl1l MAGE - basetype
ORACLEDBSOFTWARE

When you add or import an Oracle Database 11g gold image, you specify the
image type as DB11l MAGE.

2. Define a user action and associate it with the DB11l MAGE image type and the

upgrade operation. You can have different actions that are run before or after
upgrade.

3. To define an action for Oracle Database 12c, create a new image type (DB12| MAGE,

for example) that is based on the ORACLEDBSOFTWARE image type, as in the
preceding step, but with the DB12I MAGE image type.

# Note:

If you define user actions for the base type of a user-defined image
type (in this case the base type is ORACLEDBSOFTWARE), then
Oracle Fleet Patching and Provisioning performs those actions before
the actions for the user-defined image type.
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You can modify the image type of an image using the rhpct| nodify inmage
command. Additionally, you can modify, add, and delete other actions. The following
two tables, Table 5-3 and Table 5-4, list the operations you can customize and the
parameters you can use to define those operations, respectively.

Table 5-3 Oracle Fleet Patching and Provisioning User-Defined Operations

Operation

Parameter List

[ MPORT_| MAGE

ADD_WWORKI NGOOPY

ADD_DATABASE

DELETE_WORKI NGCOPY

DELETE_DATABASE

MOVE_G HOMVE

MOVE_DATABASE

This user action is run for
each database involved in
a patching operation.

If the run scope is set to
ALLNODES, then the script
is run for each database
on every cluster node.

If the run scope is set to
ONENQDE, then the script
is run for each database
on the node on which the
patch was applied to the
database.

UPGRADE_G HOVE

RHP_OPTYPE, RHP_PHASE, RHP_PATH, RHP_PATHOAKER
RHP_PROGRESSLI| STENERHOST, RHP_PROGRESSLI STENERPCRT,
RHP_| MAGE, RHP_| MAGETYPE, RHP_VERSI ON, RHP_CLI ,
RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,
RHP_PATH, RHP_STORAGETYPE, RHP_USER, RHP_NODES,
RHP_ORACLEBASE, RHP_DBNAVME, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_| MAGE, RHP_| MAGETYPE,
RHP_VERS| ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,

RHP_CLI ENT, RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,

RHP_CLI ENT, RHP_PATH, RHP_PROGRESSLI STENERHCS,
RHP_PROGRESSL| STENERPORT, RHP_I MACGE, RHP_| MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,

RHP_CLI ENT, RHP_DBNANME, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_| MAGE, RHP_| MAGETYPE,
RHP_VERS| ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH,

RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHCS,
RHP_PROGRESSLI STENERPORT, RHP_VERSI ON, RHP_CL,
RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_DBNANME,
RHP_I MACGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSL| STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_DATAPATCH, RHP_USERACT! ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_SCOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_| MAGE,
RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSL| STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACTI ONDATA

5-57



Chapter 5
User-Defined Actions

Table 5-3 (Cont.) Oracle Fleet Patching and Provisioning User-Defined
Operations

______________________________________________________________________|
Operation Parameter List

UPGRADE_DATABASE RHP_CPTYPE, RHP_PHASE, RHP_SCQURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_DBNANE,
RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACTI ONDATA

ADDNODE_DATABASE RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,
RHP_CLI ENT, RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

DELETENODE_DATABASE  RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,
RHP_CLI ENT, RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSL| STENERPORT, RHP_I MACGE, RHP_| MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

ADDNODE_Gi HOVE RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,
RHP_CLI ENT, RHP_PATH, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_| MAGE, RHP_| MAGETYPE,
RHP_VERS| ON, RHP_CLI , RHP_USERACTI ONDATA

DELETENCDE_G HOMVE RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,
RHP_CLI ENT, RHP_PATH, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSL| STENERPORT, RHP_I MAGE, RHP_| MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACT! ONDATA

ADDNODE_WORKI NGCOPY  RHP_CPTYPE, RHP_PHASE, RHP_WORKI NGCOPY,
RHP_CLI ENT, RHP_PATH, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_| MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

ZDTUPGRADE_DATABASE ~ RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONAC, RHP_DESTI NATI ONPATH, RHP_SROGGIC,
RHP_SROGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNAME,
RHP_| MAGE, RHP_| MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_VERS! ON, RHP_CLI ,
RHP_USERACT! ONDATA

ZDTUPGRADE_DATABASE_  RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,

SNAPDB RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_SRCGGIC,
RHP_SRCGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNANME,
RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACT| ONDATA

ZDTUPGRADE_DATABASE  RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,

DBUA RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_SRCGGWC,
RHP_SRCGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNANME,
RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACT| ONDATA

ORACLE 5-58



ORACLE

Chapter 5
User-Defined Actions

Table 5-3 (Cont.) Oracle Fleet Patching and Provisioning User-Defined

Operations

Operation Parameter List
ZDTUPGRADE _DATABASE  RHP_CPTYPE, RHP_PHASE, RHP_SCURCEWC, RHP_SOURCEPATH,
SW TCHBACK RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_SRCGGIC,

RHP_SRCGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNAME,
RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACT! ONDATA

Table 5-4 User-Defined Operations Parameters

Parameter Description

RHP_OPTYPE The operation type for which the user action is being
executed, as listed in the previous table.

RHP_PHASE This parameter indicates whether the user action is
executed before or after the operation (is either PRE or
POST).

RHP_SOURCEWC The source working copy name for a patch of upgrade

RHP_SOURCEPATH
RHP_DESTI NATI O\WWC

RHP_DESTI NATI ONPATH
RHP_SRCGOIC

RHP_SRCGGPATH
RHP_DESTGGAC
RHP_DESTGGPATH

RHP_PATH

RHP_PATHOWNER

RHP_PROGRESSLI STENERHOST

RHP_PROGRESSLI STENERPORT

operation.
The path of the source working copy home.

The destination working copy name for a patch or upgrade
operation.

The path of the destination working copy home.

The name of the version of the Oracle GoldenGate working
copy from which you want to upgrade.

The absolute path of the version of the Oracle GoldenGate
software home from which you want to upgrade.

The name of the version of the Oracle GoldenGate working
copy to which you want to upgrade.

The absolute path of the version of the Oracle GoldenGate
software home to which you want to upgrade.

This is the path to the location of the software home. This
parameter represents the path on the local node from where
the RHPCTL command is being run for an | MPORT _| MAGE
operation. For all other operations, this path is present on
the site where the operation is taking place.

The owner of the path for the gold image that is being
imported.

The host on which the progress listener is listening. You can
use this parameter, together with a progress listener port, to
create a TCP connection to print output to the console on
which the RHPCTL command is being run.

The port on which the progress listener host is listening.

You can use this parameter, together with a progress listener
host name, to create a TCP connection to print output to the
console on which the RHPCTL command is being run.
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Table 5-4 (Cont.) User-Defined Operations Parameters
|

Parameter Description

RHP_| MAGE The image associated with the operation. In the case of a
move operation, it will reflect the name of the destination
image.

RHP_| MAGETYPE The image type of the image associated with the operation.

In the case of a move operation, it will reflect the name of
the destination image.

RHP_VERSI ON The version of the Oracle Grid Infrastructure software
running on the Oracle Fleet Patching and Provisioning
Server.

RHP_CLI The exact command that was run to invoke the operation.

RHP_STORAGETYPE The type of storage for the home (either LOCAL or
RHP_MANAGED)

RHP_USER The user for whom the operation is being performed.

RHP_NODES The nodes on which a database will be created.

RHP_ORACLEBASE The Oracle base location for the provisioned home.

RHP_DBNAME The name of the database to be created.

RHP_CLI ENT The name of the client cluster.

RHP_DATAPATCH This parameter is set to TRUE at the conclusion of the user

action on the node where the SQL patch will be run after the
move database operation is complete.

RHP_USERACTI ONDATA This parameter is present in all of the operations and is
used to pass user-defined items to the user action as an
argument during runtime.

Example of User-Defined Action

Suppose there is an image type, APACHESW to use for provisioning and managing
Apache deployments. Suppose, too, that there is a Gold Image of Apache named
apachei nstal | . The following example shows how to create a user action that will run
prior to provisioning any copy of our Apache Gold Image.

The following is a sample user action script named addapache_useracti on. sh:

$ cat /scratch/apacheadm n/ addapache_useracti on. sh
#!/bin/sh

#refer to arguments using argunent nanes
touch /tnp/ SAMPLEQUT. t xt ;

for i in"$@
do

export $i
done

echo "OPTYPE = $RHP_OPTYPE" >> /tnp/ SAMPLEQUT. t xt;

echo "PHASE = $RHP_PHASE' >> /t np/ SAMPLEQUT. t xt ;

echo "WORKI NGCOPY = $RHP_WORKI NGCOPY" >> [t np/ SAMPLEQUT. t xt ;
echo "PATH = $RHP_PATH' >> /t np/ SAMPLEQUT. t xt ;

echo "STORAGETYPE = $RHP_STORAGETYPE" >> /tnp/ SAMPLEQUT. t xt ;
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echo "USER = $RHP_USER' >> /t np/ SAMPLEQUT. t xt ;

echo "NODES = $RHP_NODES" >> /t np/ SAMPLEQUT. t xt ;

echo "ORACLEBASE = $RHP_ORACLEBASE" >> /t np/ SAMPLEQUT. t xt ;

echo "DBNAME = $RHP_DBNAME' >> /t np/ SAMPLEQUT. t xt ;

echo " PROGRESSLI STENERHOST = $RHP_PROGRESSLI STENERHOST" >> /t np/
SAMPLEQUT. t xt ;

echo " PROGRESSLI STENERPORT = $RHP_PROGRESSLI STENERPORT" >> /t np/
SAMPLEQUT. t xt ;

echo "I MAGE = $RHP_I MAGE" >> /tnp/ SAMPLEQUT. t xt ;

echo "I MAGETYPE = $RHP_| MAGETYPE" >> /t np/ SAMPLEQUT. t xt ;

echo "RHPVERSI ON = $RHP_VERSI ON' >> /t np/ SAMPLEQUT. t xt ;

echo "CLI = $RHP_CLI" >> /tnp/ SAMPLEQUT. t xt ;

echo " USERACTI ONDATA = $RHP_USERACTI ONDATA" >> /t np/ SAMPLEQUT. t xt ;
$

The script is registered to run at the start of rhpct| add wor ki ngcopy commands. The
add working copy operation aborts if the script fails.

The following command creates a user action called addapachepre:

$ rhpctl add useraction -optype ADD WORKI NGCOPY -pre -onerror ABORT
-useraction

addapachepre -actionscript /scratch/apacheadm n/
addapache_useraction. sh

-runscope ONENCDE

The following command registers the user action for the APACHESWimage type:

$ rhpct! nodify inmagetype -inmagetype APACHESW -useractions addapachepre

The registered user action is invoked automatically at the start of commands that
deploy a working copy of any image of the APACHESW type, such as the following:

$ rhpctl add workingcopy -workingcopy apachecopy001 -i mage
apachei nstal |

-path /scratch/apacheadni n/ apachei nstal | | oc -sudouser apacheadmn -
sudopat h

/usr/local /bin/sudo -node targetnode003 -user apacheadnin -
useractiondata "sanple"

The sample script creates the / t np/ SAMPLEQUT. t xt output file. Based on the
example command, the output file contains:

$ cat /tnp/ SAMPLEQUT. t xt

OPTYPE = ADD_WORKI NGCOPY

PHASE = PRE

WORKI NGCOPY = apachecopy001

PATH = /scrat ch/ apacheadni n/ apachei nstal | | oc
STORAGETYPE =

USER = apacheadmni n

NODES = t arget node003

ORACLEBASE =

DBNAME =
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PROGRESSLI STENERHOST
PROGRESSL| STENERPORT
| MAGE = apachei nstal |
| MAGETYPE = APACHESW
RHPVERSION = 12.2.0.1.0
CLI = rhpctl __add__workingcopy__-image__apacheinstall __-path__/scratch/
apacheadmi n

[ apacheinstal | | oc__-node__targetnode003__-useractiondata__sanple_ _

-sudopat h__/usr/l ocal / bi n/ sudo__-wor ki ngcopy__apachecopy__-
user__apacheadmn__

-sudouser __apacheadm n__USERACTI ONDATA = sanpl e
$

mds11042003. my. exanpl e. com
58068

¢ Notes:

« Inthe preceding output example empty values terminate with an equals
sign (=).
e The spaces in the command-line value of the RHP_CLI parameter are

replaced by two underscore characters (__) to differentiate this from
other parameters.

Job Scheduler for Operations

ORACLE

The Oracle Fleet Patching and Provisioning job scheduler provides you with a
mechanism to submit operations at a scheduled time instead of running the command
immediately, querying the metadata of the job, and then deleting the job from the
repository.

The Oracle Fleet Patching and Provisioning job scheduler includes the following
features:

» Enables you to schedule a command to run at a specific point in time by providing
the time value

* Performs the job and